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Observation 7: When barriers exist and then disappear, early bird paths perform best when the 

barrier is near the start. Conversely, when barriers initially do not exist and then 

appear, early bird paths perform best when the barriers is near the requirement. 

In both cases, the early birdpath performs better when the barrier lasts longer. 

Graphing the percentage of maximum accessibility for various barrier configurations 

demonstrates this observation (Figure 8-16). Barriers existing until some time and located near 

the start point, create very restrictive conditions. The extreme case is a barrier blocking 

movement from the start point until the last possible moment, causing the wayfinder to travel at 

maximum speed directly to the requirement. 
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Figure 8-16: Percentage of overall maximum accessibility for early birdpaths 
traveling in linear scenarios with barriers located at x and existing until t. 

8.3.3 Planar Scenario Validation of Linear Findings 

To validate that linear results generalize to higher dimensions, a subset of the linear scenario 

configurations are re-evaluated in a planar environment. In each test, the requirement time is set 

to 15. The results are all within 1 percentage point of the same scenario in the linear environment 

(Table 8-3). This suggests that the basic fmdings-the early bird path performs best when 

traveling away from boundaries-40 generalize to higher dimensions. 
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A subset of the barrier configuration tests in the 1-dimensional environment are also re- 

evaluated in two dimensions. Four scenarios are tested, each with a temporary linear bamer 

located half way between the start and the requirement, which is set at t = 30: (1) a bamer 

existing until t = 10, (2) a barrier existing until t = 20, (3) a barrier existing after t = 10, and (4) a 

barrier existing after t = 20 (Table 84) .  In these scenarios, the early bird path performed nearly 

the same in the 2-dimensional environment as in the 1 -dimensional environment, indicating that 
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8.3.4 Gaps in Linear Barriers 

To evaluate the performance of the early bird path in scenarios with linear barriers that include 

gaps, 216 different configurations are tested (Figure 8-18). For comparison, 36 barrier-free 

configurations are also tested (row 0, Figure 8-18). In most cases, the early bird path did not 

maximize accessibility to possible additional requirements and performed as low as 68%. 

Observation 8: Wlzen moving from large to small regions separated by a linear barrier with a 

gap, early bird path performance decreases as the small region's size decreases. 

When bamers bisect space, the early bird path performs better when moving through the gap 

than not crossing the gap (Figure 8-17a). When the barrier divides space unequally, the early bird 

path's performance is worse when traveling through the gap than staying at the start point (Figure 

8-17b). As the bamer partitions space more unequally, the early bird performance is even worse 

(Figure 8-1 7c). 

(a) (b) (c) 
Start point is indicated with a dashed oval and values indicate percentage 

of the early bird's path to maximum accessibility. 

Figure 8-17: Effects of barrier position on early bird's percentage of maximum 
accessibility: (a) bisected space, (b) bamer dividing space in a 3 to 7 ratio, and 
(c) bamer dividing space in a 1 to 10 ratio. 



The time of the requirement is 20. A dashed oval indicates the start point and 
percentage values are listed for each requirement location. 

Figure 8-18: Early bird path percentage of maximum possible accessibility to 
should-space for various configurations. 



Observation 9: Early bird path performance is not necessarily symmetric in respect to the overall 

percentage of maximum accessibility. 

Every space has a point that minimizes the sum of the distances from that point to each of the 

others. Solving for this point is often referred to as the Post Office Problem. Barriers influence the 

location of this point and as a result affect the success of early bird paths. In a barrier free 

environment, two points, equidistance from this point, are symmetric in respect to the overall 

percentage of maximum accessibility. A linear barrier with a gap changes the location of this 

point. As a result, paths moving towards this point will have a higher success rate than those 

going in the opposite direction. 
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Figure 8-1 9: A barrier's impact on the early bird path's percentage of maximum 
accessibility. 

8.4 Discussion 

As can been observed from the evaluation the early birdpath does not maximize accessibility to a 

possible additional requirement; therefore the hypothesis must be rejected. It was found instead 

that the early bird path's ability to maximize success is dependent on the path's relationship to 

changing spatio-temporal characteristics of barriers. Paths that maximize accessibility spend more 



time away from barriers. The complex nature of changing conditions through time and the 

particular scenario considered make the calculation of a maximum accessibility path difficult. 

8.5 Summary 

This chapter described the results of the hypothesis and the travel possibility calculator prototype, 

which served as the testing environment. The hypothesis was not supported, but instead it was 

found that an arrival minimization path's ability to react to possible additional requirements is 

heavily dependent on it's relation to bamers. The chapter also highlighted the required 

adjustments to a standard 3-dimensional voxel data structure to account for movement in space 

and time, along with algorithms to calculate accessibility, partition space-time, and generate early 

bird and procrastinator paths. 



CHAPTER 9 

CONCLUSIONS AND FUTURE WORK 

This thesis focused on providing support to wayfinders selecting paths in dynamic and uncertain 

environments. A conceptual model was presented for calculating travel possibilities through 

space and time analogous to categorizing terrain features according to their effect on movement. 

Arrival time minimization paths were evaluated in their ability to react to uncertainties in the 

form of possible additional requirements. The results of this evaluation highlight the complexities 

of path selection in dynamic and uncertain environments. As a mechanism for hypothesis 

evaluation, a prototype application was developed that also served to demonstrate an 

implementation of the presented concepts. This chapter summarizes the thesis (Section 9.1) and 

highlights the major findings (Section 9.2). The thesis ends by describing possible future research 

efforts related to this work (Section 9.3). 

9.1 Summary of Thesis 

Path selection in dynamic environments is a complex task. This complexity increases when a 

wayfinder's understanding of future characteristics is ill defined or incomplete. To address this 

complexity, the goal of this research is a better understanding of the impact of dynamic and 

uncertain environments on wayfinding travel possibilities. The fundamental concept employed to 

accomplish this goal is the development of a wayfinding model that integrates space and time in a 

manner similar to that used in time geography. The wayfinder is represented in this space-time 

framework as a point object, which over time traces a path. Additional objects exist as primitives 

within the framework and define a wayfinding scenario: (1) maximum travel speed, (2) start 

point, (3) temporary bamers, and (4) requirements. Successful wayfinding is modeled by 

considering the intersection of the wayfinder's space-time path with the objects representing the 



wayfinding scenario's requirements. Fourteen wayfinder-requirement intersection realizations are 

organized into a lattice according to travel flexibility. 

To create categories of spatio-temporal travel possibilities, wayfinding primitives combine to 

partition space-time according to accessibility. When selecting paths, wayfinders view and query 

these partitions to increase their situational awareness of future travel restrictions. The maximum 

travel speed defines accessibility through time and combines with each of the remaining three 

primitives to create partitions of space-time. Sequentially partitioning these primitives results in 

four basic travel possibility categories, each described with a modal verb: cannot, may not, should 

not, and should. 

To address more realistic wayfinding scenarios, concepts of travel possibility partitioning 

extend to include considerations of uncertainty. Uncertainty results when the wayfinder cannot 

determine the spatio-temporal characteristics of wayfinding primitives. A wayfinder, for instance, 

may be unsure about the existence of bamers and requirements. Uncertainty may also result when 

the actual location and time of primitives cannot be determined from some set of possibilities. 

Uncertainty is modeled with a three-valued logic where objects or effects: exist, do not exist, or 

possibly do not exist. Sequentially partitioning uncertain primitives expands the four basic travel 

possibility categories to fifteen. The fifteen categories generalize into two separate three-valued 

partition spaces: (1) where paths are possible (valid-space), and (2) where paths can meet 

requirements, (successful-space). 

When wayfinding scenarios include requirement combinations, additional complexities arise. 

Individual requirement uncertainty can spread to other requirements in the combination. Even 

when individual requirements are well defined, uncertainty can exist when the wayfinder is 

unsure about the combination operation itself. Three categories of uncertainty in the requirement 

operation were demonstrated: (1) uncertainty in the combined requirement's existence, (2) 

uncertainty in whether a subsequent requirement will be added, and (3) uncertainty in whether a 

subsequent requirement will replace an initial requirement. Two special uncertainty scenarios are 



described: the police ofJicer scenario and the repairmen scenario. The repairmen scenario 

considers a well defined requirement with the possibility that a subsequent one will be added 

somewhere beforehand. The police oficer scenario also includes a well-defined requirement, but 

in this case the possibility exists where a subsequent requirement replaces the initial requirement. 

The purpose behind developing travel possibility partitions is to provide information to 

wayfinders when selecting paths. Two particular paths often retuned from path selection 

algorithms were described: ( I )  the early birdpath minimizes arrival time to requirements, and (2) 

the procrastinator path maximizes the departure time from the start point. The effects of 

uncertainty on these and other paths introduces the concept of valid paths and successful paths. 

Valid paths were defined as paths that wayfinders have the capability to travel along. Successful 

paths were more stringently defined as those paths that are valid and also meet the wayfinding 

scenario's requirements. Uncertain scenarios, however, often include conditions where successful 

paths are not available, and wayfinders must select possibly unsuccessful paths. To maximize the 

probability of success in these settings, a set of metrics were presented to measure a path's 

accessibility to possible requirements. As a demonstration, the metrics measured the accessibility 

of the early bird and procrastinator paths in a basic repairmen scenario. The data from this 

example appeared to indicate that the early bird path maximizes accessibility to possible 

additional requirements and provided motivation for the hypothesis that arrival minimization 

paths also maximize accessibility to the possible additional requirements. 

To test this hypothesis, early bird and procrastinatorpaths, along with a random path, were 

evaluated in various linear and planar wayfinding scenarios. The testing occurred within the 

prototype Travel Possibility Calculator (TPC) application, developed as part of this research. The 

data from these tests rejected the hypothesis that the early bird path also maximizes accessibility 

to possible additional requirements. It was found, instead, that arrival minimization paths for the 

repairmen scenario only maximize accessibility to possible additional requirements when 

traveling to or remaining at the center of some space. The early bird path performed well below 



maximum, when traveling towards a boundary. It was found that paths maximizing accessibility 

to possible additional requirements are heavily dependent on the spatio-temporal configuration of 

barriers and requirements in the wayfinding scenario. 

9.2 Results and Major Findings 

To understand better the impacts of change and uncertainty on wayfinding travel possibilities, this 

thesis develops an integrated model of wayfinding and the tests time minimization paths within a 

prototype application. It was demonstrated that an integrated space-time approach to model 

dynamic wayfinding scenarios is a plausible approach in representing the impact of changing 

conditions on travel possibilities. The novel technique of sequentially partitioning space-time into 

four travel possibility categories, and the use of modal verbs to describe these categories, 

provides a cognitively straightforward method to represent future travel possibilities to 

wayfinders selecting paths. 

An extension with uncertainty considerations leads to a three-valued broad-boundary 

technique that represents a wayfinder's indiscemibility of future possibilities. It was shown that 

sequentially partitioning with uncertainty could result in up to fifteen travel possibility categories. 

As a result, two generalization schemes were introduced to provide information to the wayfinder 

about where travel is possible (valid-space) and where travel can be successful (successful- 

space). 

Uncertainty in the future states of barriers and requirements can create scenarios where the 

only valid paths are those that may not succeed in meeting all requirements. As a result, this 

thesis developed a set of metrics to measure a path's accessibility to requirement possibilities 

over time and a metric of overall path accessibility. With these metrics, wayfinders can compare 

various paths to select the one with the greatest probability of being successful in meeting 

requirements. Testing of paths in various realizations of the repairmen scenario showed that 



amval minimization paths fail to maximize accessibility to possible requirements, but instead are 

impacted greatly by the changing spatio-temporal characteristics of barriers. 

The development of a Travel Possibility Calculator (TPC) prototype application 

demonstrated the feasibility of the presented concepts. By integrating space and time in a discrete 

voxel-based spatio-temporal data structure, wayfinding speed options were shown to be limited 

when using traditional raster- and voxel-based path algorithms. As a result, a method of 

accounting for various travel speeds when creating paths in voxel-based spatio-temporal data 

structures is presented. 

9.3 Future Work 

This research exposed a number of interesting research questions and highlighted fruitful areas of 

further research related to this topic. Practical questions relate to the implementation of these 

concepts and include: transfemng these concepts into a linear network and the development of 

more efficient accessibility algorithms and approximation methods. In addition, two specific 

examples are explored where initial simplifications can be expanded into more sophisticated 

models of wayfinding allows requirements to occupy a spatial extent, and introducing variable 

probability to possible requirements. Additional research can extend the basic concepts 

introduced in this thesis to include the consideration of multiple wayfinders and danger areas. 

9.3.1 Movement through Networks 

The framework used to build a conceptual model of travel possibilities assumes a continuous 

volume of space-time. The prototype implemented these concepts with a 3-D voxel-based spatio- 

temporal data structure. Many applications rely, instead, on a network representation of space 

(Miller and Shaw 2001). 

One potential method to create a space-time volume from a network data model is to recreate 

an instance of the network for every time increment. This approach, however, is contrary to the 



advantage of a network data structure's efficient coding of important spatial information relative 

to raster structures. A more desirable approach would be to model change through time in uneven 

steps and only create structure as needed. In some regards this would be analogous to the 

quadtree coding of uneven spatial distributions (Samet 1990). 

9.3.2 Efficient Accessibility Algorithms and Approximation Methods 

Regardless of whether space-time is model discretely with voxel space or with some form of a 

network graph structure, there is a heavy reliance on accessibility calculations. To realistically 

model dynamic and uncertain scenarios requires fast and efficient algorithms. Though 

considerable research is underway in computation geometry (Lee and Preparata 1984; 

Hershergery and Suri 1999; Mitchell 2000; Sellen et al. 2000) and other fields (Douglas 1994; 

Stefanalus and Kavouras 1995; Zhan and Noon 1998; Duckham and Kulik 2003), path generation 

in space-time volumes is laclung and research is this area is needed. 

As opposed to exclusively focusing on faster and more efficient algorithms, the potential 

exists for good enough approximations. For example, in the evaluation of the hypothesis, the 

maximum accessibility path relied on accessibility volume exhaustively calculated for every 

voxel. This results in hundreds of accessibility calculations and is not efficient and an 

approximation algorithm is desirable. 

An approximation of accessibility to future possibilities that holds promise is similar to the 

accumulation of stream flow over digital elevation models (Tomlin 1990; Jones et al. 2002) or 

methods to maximize the line of sight over a path (de Floriani and Magi110 1999; O'Sullivan and 

Turner 2001). The procedure begins by assigning a value of 1 to all possible locations of an 

uncertain requirement (Figure 9-la). A sweep algorithm runs backward through time 

accumulating values (Figure 9-lb). Values do not directly indicate the number of accessible 

possibilities, but are a relative measure, from which maximum accessibility paths can be 

generated. Preliminary tests suggest that this approach holds promise, but currently generates 



localized maximum values when encountering narrow gaps. Additional testing is warranted to 

formalize this algorithm and tests its effectiveness. 

Figure 9-1: Accessibility approximation method: (a) assignment of values to 
possibility spaces, and (b) accumulation of values backwards in time. 

9.3.3 Modeling Requirements with a Spatial Extent 

This thesis only considered point requirements. Many requirements, however, occupy an 

extended spatial region and are not modeled well as points. For example, the requirement to be 

within the boundaries of a town is best modeled as a spatial region. The spatial components of 

requirements with a spatial extent consist of a spatial interior, MO, and a spatial boundary, dM 

(Egenhofer 1993a). The directed graph indicating possible wayfinder path interactions with a 

point requirement (Figure 3-5c) can be extended to include an additional node representing the 

requirement's spatial boundary (dM) (Figure 9-2). 
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Figure 9-2: A requirement with a spatial extent: (a) the three components of the 
requirement, (b) the wayfinder-requirement interaction graph (G) of possible 
wayfinder space-time path intersections. 

Requirements with both a temporal and spatial extent are modeled as polygons extruded 

through time. Combining the temporal and spatial elements results in a general space-time 

requirement composed of six components (Figure 9-3a). The first is an interior (MO) representing 

the requirement's spatial interior during the course of the requirement, and a spatial boundary 

(3M). At the start of the requirement, the interior (asM) and boundary (&aM) exist. In a similar 

manner at the end of the requirement and interior (&M) and boundary (&aM) exist. The point 

object with a temporal extent's directed graph (Figure 3-6c) expands with these additional spatial 

components to nine nodes with eighteen directed edges (Figure 9-3b). There are many more 

traversals of the wayfinder's path with this more graph than the fourteen traversals of a point 

requirement with a temporal extent. Additional research can identify the importance of these 

traversals and provide some form of organization. 
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Figure 9-3: A requirement with a spatial and temporal extent: (a) the six 
components of the requirement, (b) the wayfinder-requirement interaction graph 
(G) of possible wayfinder space-time path intersections. 

9.3.4 Variable Probability of Requirement Possibilities 

The thesis assumed that all possible events have an equal probability of success. This is typically 

not the case, since some possible events have a greater chance of occumng than others. The 

methods to calculate accessibility to possible requirements can be extended to include variable 

probabilities. For example, the discrete example used in Figure 7-9a can be adjusted to account 

for variable uncertainties. When each possible requirement has an equal probability of success, 

the path maintaining maximum accessibility traveled to clustered possibilities. However, when 

possible requirements have different probabilities of occurring, this is not necessarily the case, as 

shown in (Figure 9-4). Spatial statistics can be leveraged in these instances to determine path 

maximizing accessible to possible requirements. 



Accessible Space (A-Space) 

Figure 9-4: A requirement (OM) with three possible locations, each with a 
different probability of occuring, creates an accessibility space (A-space) with 
values representing the probability of meeting a requirement. 

9.3.5 Multiple Wayfinders 

The focus of this thesis is on travel possibilities of individual wayfinders. There are, however, 

numerous applications involving multiple wayfinders. This may consists of a group of individuals 

working together to navigate a ship (Hutchins 1995), or individual wayfinders traveling with a 

common goal. In some cases, individuals operate with different sets of goals, for instance a search 

and rescue operation (Heth and Cornell 1998), or a convict apprehension case. In both these 

instances a rendezvous is the goal of at least one of the individuals (Alpern and Gal 2003). 

Rendezvous scenarios can be modeled with this approach, where each wayfinder creates a 

travel possibility space, and these spaces are combined to indicate possible interaction partitions. 

Consider for instance two wayfinders with different start points and requirements. Combining the 

two travel possibility spaces (Figure 9-5a) creates an interaction space, that indicates different 

interaction possibility categories (Figure 9-5b). Additional research in this area could develop 

tools to assist the search and rescue community and law enforcement organizations conducting 

cordon and search operations. 



lnteraction Possibilities 

Wayfinder 1 Wayfinder 2 
(W1) (w2) 

I 0 4  - I rn (I) lnteraction 

(01) Possibly lnteraction 

(4) No lnteraction 

Figure 9-5: Interaction possibility spaces between two wayfinders. 

9.3.6 Danger Areas 

Wayfinding can occur in dangerous settings. This may be direct physical danger, as the case of 

traveling in a battle zone or indirect danger, for example the danger of environmental harm by 

traveling through an area. Danger regions can be identified and avoided by wayfinders. These 

regions differ from barriers in that barriers do not allow travel, while wayfinder can travel 

through danger areas if they choose, but may be or will be negatively affected. 

As an example of how the partitioning concepts in this thesis can be extended to include 

danger areas, consider a scenario where a wayfinder is told that until a certain time it would be 

best if travel past a certain point was avoided. Regions are often classified in this manner to 

protect bird nesting sites or other environmentally sensitive events. The danger object (D) 

partitions space-time, in a manner similar to the other wayfinding primitives, into bad-space (B) 

and not bad-space (7B) (Figure 9-6a). This partition of space-time can be combined with the 



standard four travel possibility partition space (Figure 9-6b). Using these partitions a wayfinder 

can determine that to meet the possible requirement (OMz) a risk will have to be taken. 

(4 (b) 
Figure 9-6: Danger areas: (a) a point danger area for a portion of time creates bad 
space (B) and not bad space (7B), (b) combining the danger partition with a 
standard travel possibility partition space. 
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