
characteristics depend on the requirements of the application domain. In our hypothetical 

model of individual VCR we propose an interface with a large number of buttons Figure 

8.23). It is very unusual for an application to require such a number of operations. We use 

it here only for comparison purposes. 

Figure 8.23. Operations of the extended VCR control. 

The extended set of VCR controls has 13 buttons The functionality of each button is 

in the order: frame by frame fast backward, frame by fiame slow backward, frarne by 

frame backward, fast backward, slow backward, backward, stop, forward or play, slow 

forward, fast forward, Ji-ame by frame forward, frame by JFame slow forward, and pame 

by frame fast forward. Operations with the modifier frame by frame show only key 

frames of objects' behavior. Thus, if the object is moving between two locations and only 

the initial and final position of the object is stored in the model (i.e., the object's key 

states), the animation shows the object in its initial position during the duration of the 

movement and at its final position at the end. These operations have the effect of showing 

the object "jumping" from one location to another without passing through intermediate 

locations. Operations with the modifier fast and slow show objects performing their 

behavior twice as fast or slow. 

Consider, for example, that a user of the individual VCR model wants to produce an 

animation in which different operations of the extended VCR control are selected for 

each object's behavior (Figure 8.24). The analysis of the progression of this version of 

the animation shows that the cone is moving backward, the cylinder is moving forward, 
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the box is not moving, the yellow ball is moving forward twice as fast and the red ball is 

seen only at its initial or final position (i.e., the animation does not show intermediate 

positions of the red ball). This animation represents only one possible configuration of 

the animation that can be accomplished by a user with the individual VCR model. 

Selecting a different operation for any object's behavior produces a new version of the 

animation. 

Figure 8.24. A view of the animation produced by different operations of the VCR 

control for each object's behavior. 

Animations produced by operations of the individual VCR model can be simulated by 

the combination of three operations of the model for virtual exploration of animations 

(i.e., Durat ion,  Order, and Flow). These operations are part of the group of 

transformation operations. This group of operations affects the way that an observer 

perceives the evolution of objects' states with the passage of time and can be used over 

abstractions of the model that represent the entire behavior of an object. 

Transformation operations take two arguments: the first argument is an object's 

behavior and the second argument is a value for the temporal characteristic of the object 

behavior that the operation modifies. The number and kinds of values of the second 

argument varies according to the transformation operation. The operation Order, for 

example, has two kinds of arguments: reverse and normal. The reverse argument causes 
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the behavior of the object to be perceived in the reverse chronological order, while the 

argument normal preserves the modeled evolution of the object's behavior. The operation 

Flow has three kinds of arguments: none, continuous, and stepwise. The argument none 

indicates that the object is not performing its associate behavior. When the Flow 

operation has the argument none, the values of the arguments of other operations are 

irrelevant. This operation is equivalent to the operation stop of a VCR control. The 

arguments continuous or stepwise indicates that the object is performing its associated 

behavior but in a different way. The argument continuous causes the illusion of the object 

moving continuously between two locations, while the argument stepwise shows only key 

states of an object movement. The operation Duration does not have a fixed range of 

values for the second argument of the operation (i.e., the duration of an object's 

behavior). The user can specify any value for this argument. It makes the number of 

views produced by this operation infinite. In order to be compatible with the operations 

available in a VCR control we limit the range of the second argument to the following 

values: ( Ix ,  03x, and 2x). The first value keeps the modeled duration of the object's 

behavior, the second argument reduces the modeled duration by half, and the third 

argument increases the modeled duration by a factor of 2. 

In order to produce the same versions of the animation created by operations of the 

individual VCR model it is necessary to select appropriate values for the arguments of the 

operations Order, Flow and Dura t ion .  Figure 8.25 shows the previous version of the 

animation produced with the individual VCR model using a combination of 

transformation operations of the model for virtual exploration of animations. 



Figure 8.25. A view of the animation produced by the combination of the operations 

order, flow and duration. 

For each operation of the extended VCR control there is a unique combination of the 

operations Order,  Flow and Dura t ion  that produces the same result. Table 8.1 shows 

the values of the arguments of transformation operations for every operation of the 

individual VCR model. 

Table 8.1. Operations of the extended VCR control and the equivalent set of operation in 

the virtual exploration of animation model. 

Operations of Individual VCR 
Model 

fiame by fiame fast backward 

fiame byfiame slow backward 

fiame byfiame backward 

fast backward 

slow backward 

backward 

stop 

forward or play 

slow forward 

fast forward 

fiame by fiame forward 

fiame byfiame slow forward 

fiame byfiame fast forward 

Operations of the Virtual Exploration of Animation 
Model 

O r  d e  r(reverse) F l  ow(stepwise) Du r a t i on(O.5~) 

Order(reverse) F l  ow(stepwise) Dur a t i on(2x) 

Order(reverse) Flow(stepwise) Dura t ion(1x) 

Orde r(reverse) F l  ow(continuous) Dura t i on(O.5~) 

Order(reverse) F l  ow(continuous) Dura t i on(2x) 

Order(reverse) Flow(continuous) Durat ion(1x) 

Order(any) Flow(none) Duration(any) 

Orde r(normal) Flow(continuous) Dura t ion ( l x )  

Orde r(normal) Flow(continuous) Dur a t ion(2x) 

Orde r(normal) Flow(continuous) Dur a t i on(2x) 

Order(normal) Flow(stepwise) Duration(1x) 

Orde r(normal) Flow(stepwise) Dura t ion(2x) 

O r  d e  r(norma1) F l  ow(stepwise) Du r a t i on(O.5~) 



The set of operations of the model for virtual exploration of animation is richer than 

the set of operations composed of Order, Flow, and D u r a t i o n .  Other operations of 

the model produce different versions of the animation that cannot be accomplished by 

any operation of the individual VCR model. The next section discusses such operations. 

8.4.2 What Cannot Be Done with Operations of the Individual VCR Model 

The number of different versions of the animation produced by transformation operations 

Order ,  Flow, and Duration offer the same capabilities (measured in terms of views) 

as the Individual VCR model. What is more, in the model for virtual exploration of 

animations these capabilities are provided by a more compact interface. The group of 

transformation operation, however, has an additional operation (i.e., Pace) that changes 

the way that an observer perceives the evolution of an object's behavior. Thus, this 

operation also produces different views of the animation. The operation Pace  has five 

kinds of arguments. This operation allows the representation of object's behavior at 

variable speeds (e.g., accelerating or decelerating). This effect cannot be accomplished by 

any operation of the individual VCR model. The operation Pace  is used to give a more 

realistic presentation of an object's behavior. For a large number of applications, 

however, the effect of the Pace  operation does not give any additional insight into the 

analysis of the information. In this way, this operation is irrelevant for most applications 

and does not constitute a significant advantage of the virtual exploration of animations 

model over the individual VCR model. The main difference between the virtual 

exploration of animations and individual VCR models is defined by two groups of 

operations: composition and combination operations. 



Composition operations give a user the opportunity of changing the temporal 

arrangement of the elements of the animation in order to gain insights and discover 

relationships among geographic phenomena. These operations take two behavior objects 

as arguments. Depending on the order of the arguments, the operation produces a 

different view of the animation. 

The group of composition operations is composed of two groups of operations (i.e., 

linear and cyclic compositions). Linear compositions are operations that change the 

temporal characteristics of object's behavior by imposing a temporal relationship 

between their arguments. Cyclic compositions are operations that change the temporal 

characteristics of cyclic behaviors taking into account the temporal relation that must 

hold between all occurrences of the cycles used as arguments. 

The group of combination operations is composed of three operations: un ion ,  

d i f f e r e n c e ,  and i n t e r s e c t i o n .  The u n i o n  operation allows an observer to 

rearrange the structure of the tree in a more suitable structure based on the task at hand. 

This operation is useful in a real-world scenario where the number of animated objects is 

large. The d i f f e r e n c e  and i n t e r s e c t  i o n  of two animations change the outcome 

of the animation by limiting the periods of time when the objects are seen performing 

their activities. The d i f f e r e n c e  of two animations, for example, defines an animation 

where the objects associated with the second argument have an inactive state during the 

periods in which the objects associated with the first arguments are moving. This 

operation reduces the number of active objects in the environment that are not of interest 

to an observer, thus, facilitating the analysis of phenomena of interest and reducing the 

computational cost of rendering the animation. The i n t e r s e c t  i o n  operation 
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generates an animation where the objects associated with its arguments are seen 

performing their activities only when both objects have an active state. This operation 

allows an observer to isolate pieces of animations where all objects of interest are moving 

simultaneously. 

The unique views created by composition and combination operations supports the 

hypothesis of this thesis. These operations create views of the animation that cannot be 

accomplished by operations of the individual VCR model. The simple accounting of the 

number of views of such operations, however, does not represent the importance of these 

operations in the cognitive process of exploring and analyzing dynamic environments. An 

observer cannot simulate the functionality behind this group of operations simply by 

manipulating the start points of the objects' behaviors. The group of cycle compositions is 

the most significant example of the importance and complexity behind the operations of 

the model. For example, an operation that maximizes the incidence of a certain temporal 

relation takes into account temporal relations among the occurrences of the cycle at 

different levels of conceptual neighborhood and the topological distances of these 

relations. Moreover, the mere calculation of the number of views does not consider 

additional qualitative advantages of the model for virtual exploration of animations. 

Operations of this model are performed across different levels of granularity of object's 

behaviors. In the example discussed in this thesis, however, we consider for the sake of 

comparison only the number of operations performed over the behavior of individual 

objects. The number of different views produced by manipulating individual pieces of an 

objects' behavior or the behavior of groups of objects, increases the number of views 

produced by the model. Additionally, we assume that all views are equally important and 



have the same weight in the comparison of the models. This assumption does not 

consider, for example, the possibility of the Individual VCR model to produce a view that 

is not coherent with the constraints holding in the application domain. 

8.5 Summary 

This chapter introduced a graphical user interface for the model of virtual exploration of 

animations. The user interface is composed of an animation editor and an animation 

browser. The animation editor implements all operations that allow a user to manipulate 

the content of modeled animations. The animation browser allows an observer to analyze 

the modified version of the animation in a non-irnmersive virtual reality environment. 

An illustrative example was introduced and used to discuss the animation editor and 

animation browser user interface. The example was also used to compare views that can 

be produced by the models for virtual exploration of animations and individual VCR and 

to test the hypothesis of this thesis. 

The next chapter summarizes major contributions and highlights the major findings of 

this thesis. Future work is also discussed. 



CHAPTER 9 

CONCLUSIONS AND FUTURE WORK 

This thesis focuses on the presentation and analysis of geographic spaces in VR settings. 

The research presents a data model that supports the manipulation, analysis, and 

presentation of dynamic geographic objects in VR environments, giving attention to the 

representation of interactions between the user and the data set in the spatial and temporal 

domains. 

9.1 Summary of Thesis 

The main motivation of this thesis is the lack of a framework that properly supports the 

exploration of geographic information in a multi-dimensional and multi-sensorial 

environment (i.e., temporal virtual reality geographic information systems). More 

specifically, this thesis is concerned with a data model and a user interface that allows 

non-expert users to analyze, explore, and produce different views of the data in order to 

gain insights and discover relationships among geographic phenomena. 

Five research issues drove the search for a model that supports the exploratory 

analysis of dynamic objects in Temporal VRGIS applications. The first issue is that 

multiple levels of abstractions are needed to represent objects' behavior. The second 

issue is that complex temporal structures are needed to capture the richness of geographic 

phenomena. The third issue is that known dependencies among geographic phenomena 
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must be represented to incorporate knowledge from the application domain. The fourth 

issue is that the semantics of geographic objects in a multi-sensorial environment need to 

be represented. The fifth is that new operations are needed to support the manipulation of 

objects' behavior. The conceptualization of the model for virtual exploration of 

animations addresses these issues. 

Entities of the action and temporal parts of the model considered two major 

requirements of a GIs application. These entities are both abstract enough to allow a non- 

expert user to perform qualitative spatio-temporal reasoning and robust enough to support 

a wide variety of geographic applications. Moreover, the organizations of these entities 

are similar. This characteristic gives a user a coherent representation across different 

domains and allows a quick assimilation of the model's structure. 

In the model for virtual exploration of animations, the manipulation of the dynamic 

environment is accomplished through a set of operations performed over abstractions that 

represent temporal characteristics of actions. An important feature of the model is that the 

temporal information is treated as first-class entities and not as a mere attribute of 

action's representations. Therefore, entities of the temporal model have their own built-in 

functionality and are able to represent complex temporal structures. 

In an environment designed for the manipulation of the temporal characteristics of 

actions, the knowledge of relationships among objects' behaviors plays a significant role 

in the model. This information comes from the knowledge base of the application domain 

and is represented in the model through constraints among entities of the temporal model. 

These constraints are used to keep the modified version of the information coherent with 

the information available in the application domain. The complexity of these constraints 
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increases with the complexity of the temporal structures being represented. Such 

constraints vary from simply relating the end points of two intervals to a complex 

mechanism that takes into account all relations between sequences of intervals. 

The fact that the exploration of the information takes place in a virtual reality 

environment imposes new requirements on the data model that supports the presentation 

of the information. In such an environment, the observer becomes an increasing part of 

the data. This thesis introduces a new classification of objects in a VR environment and 

describes the associated semantics of each element in the taxonomy. This thesis also 

introduces a mechanism to represent such semantics over time and the rationale to alter 

object's semantics characteristics under the modification by a user of the object's 

temporal characteristics. These semantics are used to direct the way an object interacts 

with an observer and with other objects in the environment. 

This thesis also introduces a prototype implementation for the model of virtual 

exploration of animations. The prototype is composed of an animation editor and an 

animation browser. The animation editor implements all functionalities of the model and 

presents, through a graphical user interface, all operations that allow an observer to 

manipulate the content of modeled animations. The animation browser allows the 

exploration of the information in a virtual reality environment. 

9.2 Results and Major Findings 

This thesis introduced a data model and a user interface that give users a cognitively 

plausible fiamework to analyze, explore, and produce different views of dynamic 



environments. The major advantages of the model of virtual exploration of animations 

over existing data models are: 

The model supports the representation of objects' behavior at different levels of 

granularity. This characteristic allows a non-expert user to control the pieces of the 

behavior a single object, the entire behavior an object, the behavior of groups of 

object, or all objects in the environment. 

The model supports the representation of more elaborate temporal structures. These 

structures are able to represent complex geographic phenomena and support temporal 

reasoning over cyclic behaviors. 

The model incorporates temporal constraints among entities at different levels of 

abstractions. These constraints are used to preserve some known relationships among 

objects' behavior during the manipulation of the animation by the user. A salient 

contribution of this thesis is a novel mechanism to represent temporal constraints 

between cyclic phenomena. 

The model supports the representation of the evolution of the VR objects' semantics 

over time. The semantics associated with VR objects provide valuable information in 

the process of the virtual exploration of an environment and play a significant role in 

interactions with observers and the data. 

The model has a set of operations that allow a user to create new views of the 

environment. It was demonstrated that the number of different views that can be 

produced by a user is greater than in a model where each object's behavior has an 

associated VCR control. 



9.3 Future Work 

This thesis addresses specific research questions concerning a framework for the 

presentation and analysis of multi-dimensional geographic information. Although the 

model of virtual exploration of animations represents a step forward for a truly temporal 

VRGIS framework, there are some research questions that need to be addressed in future 

work. 

9.3.1 Anticipation of Mutual Interference 

The user interface to manipulate the content of animations presents the organization of 

action objects in a tree-like structure. The temporal characteristics of these objects are 

depicted as temporal intervals positioned along the animation timeline. In such a 

representation, an observer does not have any spatial information about the objects' 

behaviors. Thus, the fact that two objects interact in the temporal domain (e-g., the 

objects move at the same time) does not mean that the objects interact in the spatial 

domain (e.g., the objects collide). In order to verify spatial interactions, the observer need 

to explore the environment. 

The model of virtual exploration deals with pre-orchestrated object's behaviors (i.e., 

the behavior of the object is known ahead of time). Thus, the model has all information 

needed to allow an application to anticipate any kind of spatial interaction. 

Allowing the application to process spatial interactions before the presentation of the 

animation has two main advantages. First, an observer knowing that the manipulation of 

the animation causes the collision of two objects can change the temporal configuration 

to avoid the collision or keep the temporal configuration and analyze the way in which 
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these objects interact. In the later scenario, an observer also knows when the interaction 

occurs. Thus, he or she can focus only on small segments of the animation. Second, 

developers of the model can implement a more elaborate algorithm to treat collisions 

between complex geometries and to bring the collision detection mechanism to the 

animation editor. This approach alleviates the computational demand of the animation 

browser, allowing the presentation of complex four-dimensional environments. 

9.3.2 Incorporating Knowledge 

The knowledge from the application domain is represented in the model through temporal 

constraints among the entities of the temporal part of the framework. This knowledge is 

sometimes incomplete or wrong. In our model, however, an observer cannot change this 

kind of information. An observer exploring the dynamic environment can gain insights 

and discover new relationships among geographic phenomena. In this way, it is necessary 

to incorporate in the model a mechanism that allows an observer to add or remove 

information from the knowledge base of the application domain. The insights and 

understandings achieved by observers exploring the modified dynamic environment must 

be used to re-feed the knowledge base of the application domain, creating a virtuous 

cycle. 

9.3.3 Support for Causalities 

The model for virtual exploration of animations has no explicit notion of causality. 

Causality can be treated only implicitly, as a temporal relationship between objects 

behavior. In order to capture the complexity of geographic phenomena and their 

relationships, the set of temporal constraints need to be extended with a formal 
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representation of causal constraints and a richer set of causal predicates (e.g., cause, 

prevent, enable, help, and hinder). This kind of information allows the extension of the 

rationale used to update the semantics and temporal characteristics of object's behavior 

during the manipulation of the animation in a way that more complex feedbacks can be 

presented to an observer. Thus, the support of causalities may increase an observer 

capability to get insights from the animated environment. 

Consider, for example, the behavior of two objects (01 and 02) related through the 

causal predicate help, that is, help(ol,o2). One possible rationale to change the behavior 

of the object 02 when the user disables the behavior of 01 is to slow down the movement 

of the second object. Thus, an observer can perceive that something that was "helping" 

the movement of the object 02 is not in place anymore. 

9.3.4 Cycles Behaviors at Different Levels of Granularity 

Cyclic behaviors are allowed only at the level of granularity representing the entire 

behavior of an object (i.e., an object Course of Actions). It is important to extend the 

model to support the representation of cycles at both a finer and a coarser level of 

granularity. At a finer level of granularity, it is important to represent pieces of an 

object's behavior with a cyclic pattern of repetition. This feature avoids the duplication of 

certain pieces of information in the model, thus minimizing sources of errors. At a coarse 

level of granularity, cycles can be defined qualitatively in terms of other cyclic behaviors 

(e.g., a phenomena that occurs only between occurrences of other cyclic behaviors, or 

only when occurrences of others cycles overlaps in time). 



9.3.5 Uncertainties 

The temporal characteristics of objects behavior are defined with attributes that can 

assume only a single value. Thus, it is impossible to deal with uncertainties in the model. 

Possible approaches to incorporate uncertainties in the model are to allow the temporal 

attributes to deal with an interval of values or a triple with a minimum, a maximum, and a 

likely value. Either approach has a tremendous impact on the hctionality of the model 

an on the interface used to treat these representations. 

Incorporating uncertainties in the model also has an impact on the temporal constraint 

mechanism. This mechanism needs to be extended to support imprecise and complex 

constraints (e.g., a certain behavior meets or overlaps another behavior). 
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