








The additional assumption needed is that the ratio of crevasse width w to  spacing 

s is constant as the crevasse migrates downstream, i.e. 

where subscript i and f refer to initial and final conditions. Initial crevasse widths 

have been determined earlier using the Weertman dislocation theory approach (see 

$2.10.2 and $2.10.3). In this model newly formed crevasses are only on the order 

of millimeters, a t  their widest, a t  the surface. The initial spacing of newly formed 

crevasses was also given by Weertman (1977) as 

where smin denotes the minimum spacing required to have any crevasse growth in ice 

with fracture toughness Kc. This equation is a simplification of a relation describing 

crevasse spacing as a function of crevasse depth a. The functional relation a(s) can 

be written as (Weertman, 1977, pg. 41, Eq. 41) 

Solving Eq. 5.5 for s as a function of crevasse depth a results in 

s(a) = 
('IT "IT + 1)2 (aXx-api(a)g Kc ) 2  

where the density is also now a function of crevasse depth. Equation (5.6) is plotted 

in Figure 5.2 for three values of longitudinal deviator stress a,,. In order to get 

the final spacing sf the final width of the crevasse is needed. This can be found by 

calculating the strain rate in the ice using Eq. 5.1 and applying it appropriately to 

the initial crevasse width. 

Strain rates on the Ross Ice Shelf can be calculated through the use of data 

presented in Thomas and MacAyeal (1982) and Bentley and Jezek (1981). Data were 



Figure 5.2: Minimum spacing necessary to allow crevasse growth. Spacings for three 
values of the longitudinal stress a,, are shown. 

collected for the flowband that originates a t  Byrd Glacier and travels towards the ice 

front (Table 5.1). Using these data, strain rates were calculated a t  three locations 

using Eq. 5.1. The results of that calculation can be seen in Figure 5.3. The largest 

strain rate is found a t  the location nearest the fjord entrance, 50 km downstream. 

Assuming a constant velocity of 750mIyr (see Appendix A), it takes the ice exiting 

the fjord approximately 67 years to reach this point. Using this time, the strain rate 

can be converted to a strain by the simple relation 

E,, = E,,At 

When this strain is applied to an initial crevasse width of 1 millimeter the final 

width a t  the ice margin is at most only twice the initial width, since strains farther 

downstream are very small and contribute negligibly to widening. Clearly this result 

is not an accurate description of how crevasses behave, since widths on the order of 



Distance from Ice thickness Retarding force per Calculated Ice hardness 
fjord entrance (m) unit width of flowband back stress parameter 

(km) (MN/d (kPa) ( lo7 p a d 3 )  
50 600 5 0 83 15 
175 400 45 112 17 
350 300 10 33 19 

Table 5.1: Ross Ice Shelf data. Ice thickness is taken from Bentley and Jezek (1981) 
while retarding force and ice hardness parameter are taken from Thomas 
and MacAyeal (1982). 
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Figure 5.3: Calculated strain rates along the Byrd Glacier flowband on the Ross Ice 
Shelf. Larger strain rates farther upstream may be the controlling mech- 
anism for large scale iceberg formation, while smaller strains nearer the 
calving front may control the smaller and more frequent calving events. 



meters have been observed. This also would result in final crevasse spacings that 

are only double the initial spacing, at most, which itself is on the order of tens of 

meters. This exercise does not result in anything near a tabular sized spacing between 

successive crevasses, so it may be assumed that stretching due to a straightforward 

calculation of the strain is insufficient. 

5.3 A New Assumption 

Simply allowing for a pair of consecutive crevasses to spread under the influence of 

ice shelf strain alone is insufficient for producing large crevasse spacings. A new 

assumption and model formulation is presented in this section. This model makes 

use of a random distribution of crevasse depths and then utilizes a factor that will 

allow or prohibit crevasses to grow and contribute to iceberg formation. 

5.3.1 Enhancement Factors and Observation 

A model described in Chapter 3 allowed for crack widening as the crack penetrated 

more deeply into the material. This is the mechanism considered now so that crevasse 

width w can be related to depth a by a relation of the form 

where f (a) is an enhancement factor that is dependent on depth. Emphasis here is not 

on the actual form of f (a) ,  but rather on observations that support the hypothesis 

that widths are not simply driven by strains in the ice. When a crevasse forms 

due to local conditions favoring crevasse initiation, back stresses and other effects 

will prevent it from penetrating to its maximum allowed depth. Instead it is likely to 

grow in spurts as local conditions change during its journey downstream (see Fig. 5.4). 

This new effect of widening as a function of depth provides greater opening widths, 

resulting in greater spacings downstream. 



Figure 5.4: Illustration of crevasse widening as depth increases. The depth grows in 
steps from situation 1 t o  4. The latter represents its maximum penetration 
depth as determined by fracture mechanics. The crevasse widens from wi 
t o  wf during the time it is penetrating into the ice. 

Consider the data in Table 5.1 for the 50 km location. This is where the largest 

strains occur; thus it can be inferred that crevasses will form here and that they 

may be the controlling factors in large iceberg formation. (See also the left-hand 

panel of Figure 6 in Kenneally and Hughes (2002) which is appropriate for crevassed 

ice that is floating or resting on a low friction bed.) The calculated back stress a t  

50 km is 83 kPa and the ice is 600 m thick. Earlier calculations showed that crevasse 

penetration depth could be determined for various back stresses. With a back stress 

of 83 kPa, a maximum crevasse depth, a,,, of approximately 30 m results. If this 

value of a,, is inserted into Eq. 5.6 with a density relation again given by 

the initial spacing necessary to  allow for crack growth is found t o  be si w 20m. If 

it is now assumed that  the final crevasses are meters in width (pers. comm. Hughes; 

Swithinbank, 1999) while the initial ones are millimeters in width, Eq. 5.3 yields a 



final spacing of 

These values of the final spacing are certainly large enough t o  result in the tabular 

icebergs that are of such interest. The relation in Eq. 5.8 is plotted in Figure 5.5 for 

two values a t  the lower end of observed final widths wf. Initial width in each case 

is taken to  be only 1 mm. This result implies there may be a need for some type of 

"unV-enhancement factor t o  limit the spacing 

Figure 5.5: Final crevasse spacing under the current analysis. Two values for final 
crevasse width, wf, result in spacings on the order of the largest observed 
tabular icebergs. 



where g(pj) can be a function of the relevant parameters p j  used to describe the 

problem. One specific p j  could be included to model healing of crevasses by refill- 

ing with snow and low density firn. This parameter would probably be dependent 

on crevasse depth and location, healing the shallower crevasses in high accumula- 

tion areas while allowing deeper crevasses to continue their growth regardless of their 

location. Another parameter could be a probabilistic factor, determined by obser- 

vation, that dictates how often icebergs of a certain size are allowed to form. For 

instance, if the largest tabular icebergs are observed to  form with a frequency To, 

then p(To) would represent a crevasse pair that propagated entirely through the ice 

with a spacing that results in the necessary dimensions in the required time, keeping 

all intermediate crevasses a t  shallower depths. These intermediate crevasses would 

then be responsible for smaller scale events closer t o  the ice front. 

5.3.2 Stochastic Modeling 

In order t o  utilize the mechanism discussed in the previous section, a model that 

includes a stochastic distribution of crevasse depths is considered. At a location far 

upstream from the ice front, a function r(xi) is used t o  create crevasses with a random 

distribution of depths throughout some length, Ax, of the ice flow where crevasses 

are known to  form. Crevasse depths and spacings would be dictated by the fracture 

mechanics arguments shown earlier. Localized values of back stress would result in 

crevasse depths less than the maximum allowed value in some areas, and this could be 

explicitly included in the randomizing function by making it dependent on location 

and stress. This would then result in one possible functional relationship r (x ,  aback). 

Crevasses that  are found t o  be the deepest initially could then be "chosen7' t o  be those 

that evolve into releasing tabular icebergs. The random placement of crevasses would 

then be modified by the factor g(pj), healing some crevasses and allowing others to  



Figure 5.6: Illustration of randomly created crevasses which are chosen to contribute 
to iceberg formation. Top: Crevasses will be created in some longitudinal 
distance Ax by a modeled stochastic process. Middle: The factor g ( p j )  
will "pick out" crevasses, shown with the x ,  that will not be allowed 
to continue their growth. Bottom: The remaining crevasses grow, with 
the deepest crevasse pairs contributing to tabular iceberg formation, and 
the shallower crevasses resulting in smaller scale iceberg and slab calving 
events a t  the ice front. 

grow based on empirical data and other requirements of the model. An illustration 

of this behavior is shown in Figure 5.6. 

This model should be compared with Figure 5.7, which is similar to the figure 

mentioned earlier from Kenneally and Hughes (2002). Figure 5.7 shows crevasses 

forming a t  regular intervals on a wet, slippery bed, which would result in a nearly 

constant strain rate. The crevasses that form earliest are allowed to penetrate the 

deepest in a given amount of time, while all others lag behind. Thus, the crevasses 

that form first will dictate iceberg dimensions. The model illustrated in Figure 5.6 

is similar in concept except that the distribution is random, and some crevasses are 

excluded entirely, through arguments given earlier, and this leads to crevasse pairs 

that dictate iceberg size. 



Figure 5.7: Modeled crevasse growth for ice on a very low friction bed. Ice on a 
low friction bed is subjected to a nearly constant strain rate, resulting 
in crevasses that open a t  equal rates. During a given time interval At, 
crevasses that first form, shown in (a), will penetrate deeper into the ice 
as other crevasses nucleate and grow, shown in (b)-(c). 

5.4 Discussion 

Any discussion that attempts to  explicitly determine a relation describing calving 

processes from a theoretical standpoint is a precarious venture. There are many 

factors that can influence the outcome, resulting in a certain degree of "looseness" 

when adjusting the parameters. Thus one is able to attain any results desired. The 

solid foundations laid out in the work of other authors and in the earlier work of this 

thesis can be rendered almost useless if too much leniency is allowed when trying to 

apply those results to such a speculative process as calving. However, it is not an 

absolute or ironclad result that is desired here. Instead, it is important to merely 

demonstrate that the physics can be applied in such a manner that is not entirely 

inconsistent with reality, and that it resolves itself into a meaningful and realizable 

solution. 



Finally, the idea of modeling crevasse depths and spacings as a random process 

with rules derived from sound physical arguments is presented as another avenue 

of exploration. The work thus far has demonstrated that  attempting to  determine 

hard and fast rules for iceberg formation is difficult a t  best. Random distributions of 

crevasses in a crevasse field, with depths and spacings governed by fracture mechanics 

results, along with a mathematical model that chooses crevasses to grow based on 

observed data and modeling needs, permits one to  loosen the physical requirements 

in favor of a parameterized solution. This model could be a valuable first order 

approximation in large scale modeling of calving events. 



CHAPTER 6 

CONCLUSION 

6.1 Overview 

A detailed analysis of crevassing and calving is a difficult task, as the work to this 

point has demonstrated. Given the dangers in collecting real field evidence, and the 

complexities in mathematically modeling the processes responsible, progress in this 

branch of glaciology has been slow. This final section will present arguments for 

the validity of the work presented, as well as future paths to be explored by any 

glaciologists brave enough to do so. 

6.2 Validity of Work 

The approximations covered in this thesis do compare well with previous results 

referenced throughout the work. The crevasse depths calculated in Chapter 2 are 

based on the same approach as van der Veen (1998a,b) so they agree well with the 

added condition that  the solution is only valid for thicker ice (H 2 1000m). The 

ad-hoc spacing criteria derived seems to be qualitatively correct, but there is no real 

proof to  back this result. Limitations, presented in terms of the extent of the plastic 

zone, on the use of linear elastic fracture mechanics also provide a guide as to  whether 

or not fracture mechanics can be considered valid. In the case of thick ice and a von 

Mises yield criteria, LEFM seems to  be a valid and reliable approach. 

The model in Chapter 3 is presented as a stimulus for further exploration. The 

power law creep crack growth rate equation derived provides realistic results for the 



time scales involved in fracture of a material experiencing creep, but again, this is a 

difficult result to  verify by measured field quantities. 

Back stresses calculated in Chapter 4 are representative of previously calculated 

quantities (Rist et al., 2002), although there is no reason to believe that they should 

be greatly different since the analysis that was employed is the same. The greatest 

difference in calculation would probably arise only in the use of a temperature profile 

specific to the location under consideration. When the theoretical calculations are 

compared to  those values presented in Thomas and MacAyeal (1982), the agreement 

is more impressive. The calculations done by Thomas and MacAyeal were based 

on real field data, with the calculated "retarding force" being that force which was 

necessary to  rectify differences in measured and calculated strains on the Ross Ice 

Shelf. The procedure used was not the same as the one presented in Chapter 4, 

where linear elastic fracture mechanics was employed, yet the results are comparable 

in magnitude. The calculations in this thesis for the eastern portion of the ice shelf 

also help to fill in a gap that exists in the original work (see Thomas and MacAyeal, 

1982, pg. 409, Fig. 8). 

Like Chapter 3, the ideas presented in Chapter 5 are meant mainly as an impe- 

tus to  further discussion on the topic of large iceberg formation. The slab calving 

mechanism discussed in the chapter does a good job of explaining the mechanics of 

the smaller ice slabs that peel away from ice fronts. However, there is still no re- 

liable mechanism that can explain the extremely large icebergs that less frequently 

form. These icebergs are in all likelihood controlled by processes that take place 

far upstream, where crevasses have the most time to penetrate and laterally spread 

apart. It  is hoped that the concepts presented in this chapter will encourage more 

analysis of the processes that lead to  crevasse formation upstream, resulting in large 

scale phenomena at the ice front. The stochastic model discussed could be a valuable 



first order approximation for modelers, since the scale of the problem is not neces- 

sary (see 56.4.3); only the final results that determine when calving events take place 

and the dimension of the resulting iceberg are required. 

Overall, the solutions presented are for the most part only first order. Shear 

stresses were neglected as well as transverse spreading of the ice. Most discussions 

of calving follow this same approach. Greater sophistication in computing and pro- 

gramming techniques will hopefully allow for second order solutions to  become the 

norm. An example of a possible second order correction is presented in 56.4.1. 

6.3 Shortcomings 

There are always shortcomings in any work that tries to predict the behavior of 

glacial ice. Numerous approximations are made when dealing with systems that 

are as large as modern day and paleo ice sheets. Over the domain where these 

approximations are made, the sheer scale of the system will usually minimize any error 

that may arise. The results determined in this work also involve many smaller scale 

approximations. In Chapter 4, solving a complex temperature model was eschewed 

in favor of using a simpler parameterization. Ice density functions were taken to 

be continuous exponential functions, and the parameters used were based on earlier 

work. The calculation of back stress for the floating portion of Byrd Glacier was done 

for width-averaged values of thickness and velocity, rather than those appropriate 

for a single flowline. The effects of side shears would surely have some impact on 

a calculation done for ice in a fjord. The basal melting calculation presented in 

Appendix A is also width-averaged. These calculations do, however, result in values 

that agree with earlier work and thus can act as a springboard for those who decide 

to undertake the problem in the future. 

The two areas where some real liberties are taken with the problem are the sections 

dealing with the creep fracture process in Chapter 3 and the large iceberg formation 



in Chapter 5. The analysis involving creep fracture ignored air filled surface crevasses, 

where the effects of ice overburden would negate the use of the derived model, but the 

model may still be viable for basal crevasses where hydrostatic pressure arising from 

water filling the crevasse will be greater than the ice overburden, a t  least until the 

crevasse penetrates to sea level. The analysis does show that a creep fracture process 

will allow for slower formation of crevasses, with times that are appropriate to the 

time scales of glacial processes. This process may be more appropriately used in a 

discussion of the lateral opening of crevasses. This could then be used to determine 

when crevasses will meet up with localized margins of weakness, such as the boundary 

where adjoining ice streams meet to form a larger stream, or other proposed "weak 

underbellys." An analysis of this type could be used to  predict the maximum lateral 

extent to which icebergs will form, as well as the time it would take for this process 

to occur. 

The theory put forth in Chapter 5 is speculative, but it is still based on physically 

realizable parameters and processes. It is hoped that a presentation of this kind results 

in further discussion. Since the problem is infrequently addressed, some kind of answer 

would be valuable, both on a scientific level, where reliable iceberg predictions would 

be quite a coup, and on a more practical, human level, where these prediction may 

aid in preventing disasters incurred during a monster iceberg's journey through the 

oceans. 

6.4 The Future 

The history of fracture and its effects on calving is short, even in the relatively young 

field of glaciology. A broad groundwork has been laid out, but there are many more 

avenues of investigation open to the intrepid explorer. (Field work involving fractured 

ice isn't the only dangerous undertaking when studying calving.) With this short 



history comes a long future. Presented here are some issues that can and should be 

addressed by the next generation of researchers interested in this problem. 

6.4.1 Mixed-Mode Cracking 

The entirety of this thesis, and almost all previous work that explored the subject of 

fracture mechanics in glaciology, dealt with a single mode of cracking, namely mode I 

cracking, or tensile opening (see Figure 2.2). Proceeding in this way is proper for 

crevassed ice that is only subject to stresses that are perpendicular to the crevasse 

walls, which is a good approximation for floating ice where the stresses are longitudinal 

extending stress coupled with the resistive ice overburden and hydrostatic stresses. 

Thus, very wide expanses of floating ice can be examined by a mode I cracking 

analysis, since it can be assumed that side shear stresses have minimal effect when 

the shear margins are located far from a central flowline under consideration. If 

crevassing is examined in narrow fjords or on grounded ice, typical to valley glaciers 

as well as the fast moving ice streams of the large ice sheets, then the stresses applied 

would no longer be purely tensile (Fig. 6.1) and some combination of the remaining 

modes of cracking would need to be considered for a more thorough and proper 
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Figure 6.1: Top and side view of ice subjected to side and basal shear stresses as well 
as a longitudinal driving stress. 



treatment. Mixed mode cracking may explain the crevasses that are observed to 

exist, specifically the crescent shape that crevasses tend to display as they penetrate 

the ice. The crescent shape of crevasses has been noted before, both in the field 

(pers. comm., Mikhail Grosswald, Russian Academy of Sciences) and in mathematical 

models (see Iken, 1977, pgs. 599-601), a model which should be noted does not make 

specific use of fracture mechanics. To solve the problem of mixed mode cracking, the 

system is rotated to its principal axes coordinate system, where only the principal 

stresses remain. In doing this, the geometry of the system is changed, and cracks 

may not necessarily propagate straight down from the surface. While mixed-mode 

cracking may be a second order effect, it needs to be considered if a truly accurate 

representation is desired. 

6.4.2 Sub-critical Crack Growth 

In any discussion of calving processes, the question most often heard is, "What is 

the impetus behind a calving event?" A superficial answer is obviously that the ice 

had completely cracked through and was released when it approached the terminus, 

whether that terminus is on a valley glacier or marine ice shelf. This answer doesn't 

get a t  the true heart of the matter. Why did the crevasse form in the first place? 

Were the conditions necessary for this crevassing contained in the ice itself, or in 

the overall environment? If the external environment is responsible, how does the 

climate influence the ice and when it initially fractures? Before the advent of more 

sophisticated measuring devices, most calving studies dealt with glaciers from afar. 

Measurements were made of the ice front position as well as the overall speed of the 

glacier. If the front remained stationary, the calving rate was determined empirically 

to balance the glacier velocity. Similar conclusions could be drawn if the ice front 

advanced or retreated. There are few, if any, direct measurements of why the ice 

failed in the first place. It is hoped that this issue has at least been looked into a t  



some level within this thesis. It was mentioned in 54.8 that the subject of crevasse 

initiation is speculative, but that some avenues exist to be explored. One such avenue 

is mentioned here, with the hope that in time the methods and data will exist to allow 

an in-depth analysis. 

In the case of ice flowing across a grounding line and continuing into a marine ice 

shelf, there are effects that arise from tidal flexure in the grounding zone. As the tides 

cyclically rise and fall, the ice is subjected to a cyclic stress due to bending, with the 

ice a t  the grounding line, or within the grounding zone, acting as a hinge. Crevasse 

initiation could be influenced by this flexure, which may stress the ice to such an 

extent as to exceed its fracture toughness. Deep and dangerous crevasses are usually 

found some distance downstream rather than in an area near the grounding line. It 

is possible that the cracks formed as a result of this tidal flexure are kept in reserve 

under the influences of back stresses, perhaps until they are reactivated a t  some point 

downstream where the back stress is less, where they are then free to continue their 

growth through the ice, influencing the formation of medium to large scale icebergs. 

A sub-critical crack is a crack whose associated stress intensity factor does not 

have a magnitude that exceeds the fracture toughness of the material. The critical and 

sub-critical regimes are illustrated in Figure 2.8. In the sub-critical region, unstable 

crack growth will not occur, but experience has shown that materials that are not 

stressed past their ultimate strength will still fail. This situation is most notable in 

the airline industry, where the stresses induced during takeoff, landing and normal 

flight conditions tend to stress the plane's structure in a periodic manner. There 

have been studies done on the influence of cyclically applied stresses on sub-critical 

crack growth (Paris et al., 1961; Paris and Erdogan, 1963) to see what, if any, relation 

could be determined. When a material is subjected to a cyclically applied stress with 

extreme values ~1 and 0 2 ,  a difference A c = u ~  - a1 arises; thus there is an associated 

range in the stress intensity factor A K  = K2 - K1. For a given number of cycles 



Figure 6.2: Illustration demonstrating the experimental results of crack growth per 
cycle as a function of a cyclicly applied stress. Actual experimental data 
plots can be seen in Paris et al. (1972) or Kanninen and Popelar (1985, 
P g  500) 

N ,  a pre-existing sub-critical crack will grow some length da. When a log-log plot 

comparing d a l  d N  to AK is examined, there are three distinct regions of interest, 

shown in Figure 6.2. In regions I and I11 the relation is clearly non-linear. In region 

I1 the relation seems to be linear. With this assumption, one can write for region I1 

where C and n are constants that need to be experimentally determined. This is 

known as the Paris law. Further simplification results in the most common form of 

the Paris law, 

The Paris law allows one to determine the rate of crack growth per cycle for a given 

change in SIF over the cycle. (Recall that for the simplest case of a Griffith crack 



K = 06, so AK = AD+.) One use for this law is to  determine critical safety 

thresholds for cracks in various materials and to aid in scheduling maintenance in- 

spections before these thresholds are passed. In the case of a floating ice shelf, the 

law could be used to quantify how a sub-critical crack behaves. As the ice rises and 

falls with the tides, the induced stresses a t  grounding lines and beyond will vary and 

can be calculated using some straightforward mechanics (e.g. Lingle et al., 1981). 

The problem in applying Eq. 6.1 arises with the constants C and n. Currently there 

are no satisfactory data that allow for an accurate determination of these constants 

(pers. comm., Peter Sammonds). Until accurate and trustworthy values for these 

constants are known, the idea of applying the Paris law to floating ice subject to tidal 

flexure will have to wait. The question of whether or not tidal flexure actually causes 

cracks in the ice can best be answered by another first person account, again given 

by Swithinbank (1999, pg. 124): 

"Camped in the gentle depression a t  the hinge line (grounding line) 32 
kilometres south-east of Maudheim, we were kept awake through part of 
the night by loud reports from ice cracking every few seconds, presumably 
as a result of the falling tide. Our presumption was confirmed when 
we noted a periodicity in the cracking that corresponded with the tidal 
cycles." 

The cyclic nature of the tides initiate cracks in ice and could also be responsible 

for their maturation through the sub-critical regime into the region where unstable 

growth can take place. 

6.4.3 Fracture and Calving in Ice Sheet Models 

Perhaps the biggest issue that arises when attempting to  include calving processes 

in the large scale ice sheet models such as the University of Maine Ice Sheet Model 

(UMISM) is the problem of scaling the required input parameters. (An overview 

and application of UMISM can be found in Johnson (2002).) Continent sized ice 

sheet models are run on grids that are kilometers in scale, which itself is a result of 



the maps that  are produced describing bedrock topography and current ice surface 

elevations (Lythe and Vaughan, 2000). This lack of refinement has served modelers 

well though. The ice sheets that are produced are very accurate when they are 

tuned to  correctly recreate field data and climate conditions. It  is this very tuning 

that is a shortcoming when it comes to  the inclusion of calving processes. Models 

are run and ice sheets advance or retreat, as dictated by calving effects, which are 

adjusted via the indeterminate "knob," which represents some adjustment of the 

relevant parameters until what is perceived as the correct solution, i.e the solution 

that correctly reproduces the observed geomorphology, is achieved. Because of the 

small scales in which fracture and crevasse growth mechanisms take place, it is very 

difficult to  include them as physically based processes in models whose refinement 

is so relatively coarse. There are still many unanswered questions as to  what these 

mechanisms may be, and which may be vital when included in ice sheet models 

coupled with a physically based calving mechanism. 

6.5 What to Makeof it All? 

What does it  all mean? Where does it all lead? How can it be of use in the future? 

These are all questions that should be addressed a t  the conclusion t o  any work of this 

type. 

1. What does it all mean? 

Perhaps the most important lesson to  be taken away is that  studying calving is hard. 

Although it was stated earlier that the field is still in its relative infancy, there have 

been many talented and intelligent individuals working on it for that brief period of 

time. Many valuable results have been gleaned from this small canon of work. Both 

analytical and numerical approaches have strengths and weaknesses, but as more work 

is done that can bring the two closer, the answers should become more plentiful. For 

the moment, truly reliable answers are somewhat few and far between. 



2. Where does it all lead? 

Soon enough, calving may be at  the forefront of all glaciological studies, as a link 

between calving, the retreat of ice sheets, and rapid climate change is explored. It 

was stated in the introduction to this thesis that an increase in calving events may 

be a bellwether to greater climatological issues. Whether changes in the climate are 

man-made or naturally occurring, the climate is a hot-button issue these days. As 

a result, any pursuit that purports to have an answer, or a t  least a theory, as to 

how climate can change rapidly will move to the front of the line for the government 

funding trough. 

3. How can it be of use in the future? 

The choice was made for the work done in this thesis to  focus on the analytical 

solutions that exist to describe crevassing and calving. This choice led to some ap- 

proximations that were necessary so that a solution could be found. Eliminating 

these approximations, or including them to a lesser degree, may require more com- 

plex numerical solutions. The first order analytical solutions that were presented can 

be extended to more complex, second order systems where sophisticated computer 

modeling is necessary. The small steps that were taken here can hopefully be used as 

a jumping-off point for any future work. 
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APPENDIX A 

LOSSES BY MELTING: BYRD GLACIER 

Overview 

Byrd Glacier is an outlet glacier located in a fjord through the Transantarctic moun- 

tain range, draining ice from the higher elevation, relatively stable ice of East Antarc- 

tica to the Ross Ice Shelf. The glacier passes through a fjord approximately 35 km 

wide before emerging into the Ross Ice Shelf, which is the largest ice shelf in Antarc- 

tica with an area of approximately 520,000 km2 and ice from 200 to 2000m thick. 

Henry Brecher of The Ohio State University in December 1978 and January 1979 

measured numerous elevations and displacements with the use of aerial triangulation 

from two sets of aerial photography (Brecher, 1982). The data coverage included 

points on the ice stream located upstream and downstream of the glacier's assumed 

grounding zone. In total, 471 velocity measurements were obtained as well as 1003 

elevation measurements. These data provide a substantial coverage of the glacier in 

the fjord as well as some coverage onto the Ross Ice Shelf itself (Figure A.l). 

Using these data, mass losses or gains to Byrd Glacier can be determined by 

employing a conservation of mass argument. The mass flux through the grounding 

line must be conserved a t  all points subsequent to the grounding line. Determining 

the flux is simple, since the velocity data describe how fast the ice is moving through 

the fjord and, a t  least for the floating portion of the ice, the elevation data are an 

indirect measurement of the overall ice thickness. It  is assumed that mass loss or gain 

due to surface ablation or accumulation is negligible, thus all losses or gains will be 

due to basal melting or refreezing. 



(a) Velocity (b) Elevation 

Figure A.l:  Velocity and elevation data coverage on Byrd Glacier. Axes are UTM 
grid. 

Determination of the Grounding Line 

In order to begin a conservation of mass calculation, a reasonable location of the 

grounding line is needed. In fact, it is believed that Byrd Glacier has a grounding 

zone that is influenced by effects such as the tide, rather than a static grounding line 

that remains constant regardless of outside influences. For the purposes of calculation, 

a single grounding line needs to be specified. A simple way to do this is to examine 

the average elevation of the ice and locate the point where the down-glacier slope of 

the ice approaches zero. 

To determine average elevation and velocity profiles for the glacier, the data shown 

in Figure A.l  are broken into data slices perpendicular to  the flow. Average quantities 

for elevation and velocity are then determined for each slice. The data slices are 

located as shown in Figure A.2. 



Data Bins For Flux Calculations 

Figure A.2: Data slices created for calculating the average profile values of velocity 
and elevation. The numbers across the top of each bin represent the 
number of elevation measurements located within that slice. Each slice 
is 2500 m wide and flow is to the right. 

Velocity Profile 

Each velocity measurement lying within a single slice is averaged together with all 

other measurements located in that same slice to get a profile of the average velocity. 

It should be noted that because of the confines of the fjord walls, the motion of the 

ice is almost entirely longitudinal, with divergence only occurring near the entrance 

to the ice shelf. Velocity vectors can be seen in Figure A.3(a). Using the slices shown 

in Figure A.2 and assigning each slice the average velocity for the data contained 

within that slice, the average velocity profile is determined. The results are shown in 

Figure A.3(b). 
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(a) Velocity vectors. 

(b) Average velocity profile. 

Figure A.3: Calculated velocity data for Byrd Glacier. The velocity approaches a 
nearly constant value at points downstream from x=80 km. 



Elevation Profile 

The elevation profile is found in the same manner as the velocity profile. From 

Figure A.4, an initial guess of the location where the ice becomes afloat can be made. 

Using the argument given earlier, the surface slope seems to approach zero somewhere 

in the region 70,000 m<  x <75,000 m. In order to determine a single location for the 

grounding line, a numerical derivative of the data must be taken. Finding the point 

where the derivative goes to  zero, i.e. where the surface slope becomes constant, will 

determine a location for the grounding line. In order to really see any trend that is 

occurring within the data a smoothing algorithm called a moving average is employed. 

Figure A.4: Average elevation profile for Byrd Glacier. 

The moving average is a simple data smoothing algorithm that is used to find 

trends in normally noisy data. It is defined as follows: Given a sequence of numbers 

{a )z l ,  the n-moving average is a new sequence {s)L"+~ defined from the a by taking 

an average of subsequences of n terms 



As an example, consider the 3-moving average. In this case, Eq. A.l will give a new 

set of data s 

where N is the total number of data points. 

Results found by smoothing the derivative data using a moving average with n 

equal to  3 and 5 are shown in Figure A.5, along with the unsmoothed derivative 

data. The derivative appears to  be close to  zero along all points of the flowline, but 

the data all approach a constant and nearly zero value a t  approximately x = 80 km. 

Using these results, it is estimated that the approximate grounding line for use in 

subsequent calculations is located a t  x, = 80 km. 
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Figure A.5: Smoothed data representing the derivative of surface slope. The data 
converge to a stable and nearly zero value a t  x = 80 km. 

Flux 

With a determination of the grounding line, it is now possible to find the mass balance 

for the floating portion of Byrd Glacier using a flux calculation. Any ice that flows over 



the grounding line must be conserved a t  downstream points along the flowline. The 

initial flux of ice, a,, will either remain the same a t  later points, increase, signifying 

a gain of mass, or decrease, signifying a loss of mass. I t  is then possible to  determine 

a rate of mass loss or gain using the results of the flux conservation calculation. 

The flux through a region is defined as 

where 2 is the area of the region in question and v' is the velocity of the material 

through tha t  area. The area and the direction of flow may not necessarily be per- 

pendicular t o  one another so the dot product picks out the component of flow that is 

normal to  A (see Figure A.6). 

Figure A.6: Geometrical representation of the flux through a surface with area A and 
material velocity v'. 

For mathematical purposes, an  outward unit normal vector n is defined as shown in 

Figure A.6. The  vector area is then written as A= An. Given the picture shown in 

Figure A.3(a), velocity and area are very nearly perpendicular throughout the flow. 

Because of this fact, only considering flow lateral t o  the fjord walls is a valid assump- 

tion. The  flux for the ith da ta  slice from the grounding line on is then calculated 

as 



where (H) and (v) are average values taken from the profile calculations done earlier 

and Wi is taken as the maximum extent of the data coverage in the transverse y- 

direction for the ith slice. The flux is plotted in Figure A.7. 

A 
d 

75 80 85 90 95 100 105 110 115 120 125 
Distance Along Flowline (km) 

Figure A.7: Flux in km3Iyr for the floating portion of Byrd Glacier. The flux is 
decreasing along the flowline profile, indicating mass loss. 

Melt Rate 

Once a calculation of the flux through a given slice is made, it must be determined if 

the flux has been conserved between slice i and i + 1. If they are not equal, mass has 

been added or removed from the system from an outside source. Since surface ablation 

and accumulation are nearly zero, basal processes are assumed to be the dominant 

factor in any mass imbalance. These processes could be either basal melting or local 

basal refreezing. The term melt rate will be used for both, with a negative melt rate 

signifying actual melting and a positive melt rate signifying refreezing. 



Figure A.8: Illustration demonstrating basal melting between two consecutive data 
slices. If # the hatchured portion must be melting a t  a rate riz in 
order to conserve mass. 

Figure A.8 gives a pictorial description of basal melting. As the flux changes from 

slice i to slice i + 1, the melt rate is found by taking the difference in fluxes and 

dividing by the surface area between the slices 

The melt rate along the floating portion is shown in Figure A.9. The results in 

Figure A.9 are wildly erratic, with extreme points ranging from -9Om/yr to  50mlyr. 

These extreme points are located nearest to  the assumed grounding line, and the 

data do tend to smooth out slightly farther downstream. An overall melt rate, found 

by simply averaging the results, yields (m) = -11.8m/yr. TO see if this is indeed an 

accurate representation of the melt rate, the moving average is once again employed. 

The data are smoothed using values of n equal to 3 and 5 to determine what constant 

value they approach. 



Figure A.9: Melt rate m, measured in m/yr, calculated using Eq. A.4 for consecutive 
data slices. 

The overall melt rate for the raw and smoothed data is summarized in the following 

table: 

Smoothing Value n Average Melt Rate (m) 

(m/yr) 

Raw 
3 
5 

An exact value of the melt rate is not the goal of this calculation. However, with 

the numerical values presented and the results plotted in Figure A.lO, it is safe to  

assume that Byrd Glacier is experiencing mass loss along its floating portion, which 

is most likely due to  bottom melting. With this knowledge, assumptions can be made 

when calculating the temperature profile for use in the stress analysis on Byrd, which 

was the goal of this section. 
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Figure A.lO: Smoothed melt rates for the the data shown in Figure A.9. An overall 
average is taken for each t o  see where m converges. 

An average melt rate on the order of (m) z - lOm/yr  for the floating portion of 

Byrd Glacier is not unreasonable; work done on Thwaites Glacier (Rignot, 2001) as 

well as other areas in Antarctica (Rignot and Jacobs, 2002) has resulted in similarly 

high melt rates. 



APPENDIX B 

A STRANGE BRAIN INDEED 

There are always those who are willing to disregard what others may think and act 

on what they believe is right, regardless of the repercussions to their character or 

career. The field of glaciology has marly colorful characters even to this day, but 

perhaps one of the most colorful, influential, and still least known was Geoffrey Pyke. 

(The title of this section comes from Pickover (1998), which illustrates the unfortunate 

correlation between truly original scientific thinkers and the rates a t  which they suffer 

from mental illness. Historical information presented here is condensed from this 

book.) Pyke was an Englishman who worked primarily as an inventor, but he also 

spent much time working in numerous other fields such as philosophy, economics, 

finance and journalism. Pyke also suffered from several mental illnesses, including 

hypergraphia (excessive writing) and depression. Around the time that the English 

were suffering heavy losses due to the sinking of their supply ships in the North 

Atlantic by the Germans, the English government put forth the challenge to come up 

with some way to help thwart the German attacks and maintain the supply routes 

through the North Atlantic shipping channels. Pyke came up with the idea of an 

"ice navy," where all ships would be built out of the easily renewable and readily 

found material. These ships would be built from a mixture of ice and wood chips 

called "pykrete," which Pyke believed would raise both the strength of the ice and the 

melting point, creating an armada that was impervious to  attack and environmental 

factors. Prime Minister Winston Churchill and Lord Louis Mountbatten, who was 

Chief, Combined Operations (a group that organized and planned combined military 

operations) were intrigued and set Pyke's idea in motion by starting the Habbakuk 



Project in northern Canada (Gold, 1993). It was during this project that  many in- 

depth studies into the physical properties of ice were conducted for the first time. 

Prior to  this study, ice had not been considered for use as a construction material. 

Thus, inquiries into the physical properties of ice were neglected. In order to realize 

Pyke's idea of an ice navy, values for the ice strength were necessary. Experiments to 

determine this were undertaken for large scale ice structures, as well as ice properties 

for a range of temperatures and wood/ice mixtures. The pykrete that was created 

was bombed, shot, torpedoed, and dropped in hot water with little or no damage 

inflicted. Ice ship mockups were built and one even survived an entire summer in 

Canada. Sadly for Pyke (but happily for everyone else) the war neared its end and 

the ice ship navy became unnecessary. One observer has noted that if an ice ship had 

actually been built and employed, it would have been "the second most spectacular 

device of the war, outshadowed only by the atomic bomb" (Pickover, 1998, pg. 150). 

Pyke continued with his furious pace of creating new ideas for a few more years until 

he ultimately committed suicide in 1948, for reasons that  are unclear. 

While Pyke may have toiled in a self-inflicted obscurity for the time he was alive, 

it was his vision and commitment to an idea, no matter how outrageous it may have 

seemed, that has lasted well beyond his time. 
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