














decision making as our point of departure (Simon 1982). Rational decision-making means
that a decision maker selects the best choice alternative from a set of possible choice

alternatives (Hogarth and Reder 1986, Fusfeld 1996). So we will picture this as:
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We may think of a rational decision maker as someone who knows it all and makes
unboundedly rational decisions. That is, his decision-making is bounded only by nature's
limitations. Of course this seems to be a rather unproductive notion as it cannot be a
description of an existing entity, nor can it be a prescription for decision makers as no one
can meet the prescription. Therefore, we will take it that a rational decision maker makes
decisions, which are bounded by a number of other factors. Firstly, the set of choice
alternatives will be bounded. Not all possible alternatives are a part of the set. Decision
makers have limited information processing capacities, make mistakes, take short cuts and
do not possess all the time and money in the world to investigate all possibilities (Elster
1989). Besides, decision makers know that their past decisions limit their current decision
room. Laws of course are of influence on the decision space which is available to decision
makers. For instance, think of the liability laws in case of pharmaceutical industries or of
environmental laws. Furthermore, meso-economic conditions, the conditions on the
markets, codetermine the decision space, like ethical rules and accounting principles.

Secondly, the preferences of a decision maker are of importance for the decision

made. However, preferences too are not given by nature for all time. Preferences are



determined by cultural norms and values, by group values and the like. Furthermore, we
can imagine that the bounds that limit the set of choice alternatives of a decision maker and
the bounds that influence the preferences interact in a complex manner. For instance,
smoking or non-smoking habits influencing the preferences of employees may eventually
be incorporated in rules of conduct or even in law. The other way around, traffic rules may
after some time be reflected in the behavioral norms of drivers (Posner 1997, Lindbeck
1997).

We can see the factors that limit the decision problem of the decision maker as rules that
shape the decision problem or, in different words, rules that are used for formulating the

decision problem at hand. This is depicted in figure 2 below.
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We view decision making as a process consisting of at least two phases. Firstly, the
decision problem is shaped or formulated by rules, which result from a number of spheres.
Secondly, the given decision problem is solved and a decision is reached. So, there are a
number of factors that in the first phase determine the decision problem a decision maker

has to solve. We want to stress that another formulation of the decision problem leads to



another decision being rational. The bounds to the decision problem determine what is
rational or not. Given enough degrees of freedom in determining these bounds, we can
even explain any decision as rational or, if we like, non-rational. Understanding a decision
as rational then means understanding the way in which the decision problem comes about.
The specific circumstance of a decision maker and the specific norms, values and habits
which are used are crucial for understanding the decision that is made as being rational

(Lawson 1997). This is an important reason for performing case research.

4. MANGEMENT ACCOUNTING RULES AND DECISION MAKING

Management accounting principles, in particular, shape the decision problem for a decision
maker. Other accounting principles might define other concepts in terms of which there can
be thought about a problem. Other accounting principles can provide other information, on
another level of aggregation, about other aspects. For instance, Mouritsen and Bekke
(1999) describe the importance of cost accounting for the definition of a decision space in
which time management can be applied as the sole control instrument in an organization.
Macintosh cs (2000) describe the way in which construed accounting concepts constitute
the decision space of decision makers. In such instances accounting principles have a
maijor role in describing the decision room for a decision maker in an organization?

In figure 2 above we have named factors that limit the decision problem of the
decision maker 'rules”®. There are two kinds of rules, which bound the decision: one that
determines the preferences, and one that determines the set of available alternatives.
Simply to make a distinction possible we will name the first kind of rules ‘preferential rules’
and the last kind of rules 'infrastructural rules'.

There can be made other distinctions also. For instance we can discern rules
originating from outside of the influence of the current decision makers in the organization
like law, culture, the past, and rules originating from within the sphere of control of the
current decision makers in the organization, like socio-organizational rules or accounting
rules. In another way we can look for rules that can be adapted, rules that can only evolve
and rules that cannot be changed. Depending on the time perspective rules can be adapted
or not. In the long run all is variable, however not at will. For our purpose it is important to
see whether rules can be designed at will or not. Designed rules have a short run
dimension, evolving rules a long run dimension. The norms and values change mostly

through evolution and the infrastructural rules change mostly through design.

192 See also Burns and Scapens (2000).



Now what can we say about management accounting principles which, as we saw,
shape the decision problem? It seems that accounting principles initially are infrastructural.
Their design can evolve through conscious adaptation (Vosselman 1996), although it may
take a while before they become more or less wired in into the psychological make-up of
members of an organization. Besides, in the case of accounting principles we can see an
interaction between the left hand side and the right hand side of figure 2. Not only can
accounting principles be of influence on norms and values, for instance when the use of an
administered pricing rule or a decision algorithm is made a habit and even a norm within an
organization, or when actions which are ruled out as they cannot be accounted for become
negatively valued within the organization, there can be an influence the other way around
too. For instance, when the norms and values with respect to the preservation of the

environment are of consequence for environmental accounting.

5. RATIONALITY AND COORDINATION

If we realise that there are interacting rules that determine the decision problem of decision
makers and that there are a great number of decision makers, in various phases of their
decision process, who interact, then we start to paint a confused picture of an organization.
In fact, up to now we have given no reason why there should not result chaos. Apparently,
the decisions of various decision makers must be coordinated with respect to timing, type of
the decision, the specific situation etc. Therefore, we take the concept of coordination to
mean, "making several decisions that are jointly optimal" (Radner 1992). As we have stated
above we look at the decision process as consisting of two phases. In the first phase the
decision problem is shaped and in the second phase it is solved and a choice is made. It
may be noticed that if the decision problem is formulated in the first phase such that a
decision can be reached then, in the second phase, a decision maker can do the deciding
on his own. This means that interaction and coordination between decision makers should
take place in the first phase of the decision process (Verstegen 1994, 1998). The rules,
infrastructural or preferential, form the mechanism, which accounts for the coordination
between decision makers. Halpern (1998) shows how the way in which persons bond their
choice problem will function as a coordinating device. So we can picture the decision
process for two decision makers A and B, including the coordination between them as
(Verstegen, Duindam and van der Zijl 2000 p. 617):
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Coordination can happen on purpose and by accident. When a crowd or audience in
a theatre applauds without being directed, after a while there will appear an ordering in the
pattern of applause. This typically can be seen as a spontaneous ordering. Traffic rules can
be seen as examples of coordinating principles that are designed on purpose. From this
argument it appears that we can characterize the rules, preferential or infrastructural, not
only by their role in determining decision situations, but also by their role and function in the
coordination of decision making. We can think of technical aspects like stabilising or
destabilising effects, the speed with which the coordinating mechanism transports signals,
the robustness of coordinating systems etc. However, we can also take the
interdependency and coherence of various systems of coordination into account
(Williamson 1996 and 2000). For example, in the literature various studies can be found
which emphasize the fact that the organizational design of an organization (resulting in
infrastructural rules which can be used e.g. for management control) should reinforce the

cultural rules that exist within an organization (Whitley 1999, Harrison and McKinnon 1999).



Also, the methods used to control employees should not interfere with the historically grown
organizational values and norms.

There are a variety of rule-systems with a coordinating function. Often these are
called institutions or constitutional systems'®. North (1990) defines institutions as rules of
the game (our italics). Sjostrand (1992 p. 1011) describes institutions as "a kind of
infrastructure that facilitates (or hinders) human coordination and (re) allocation of

resources".'*

6. THE ROLE OF ACCOUNTING IN TERMS OF COORDINATION OF DECISION
MAKING

Can the previous analysis be used to characterize management accounting rules? Scapens
(1994, p 301) states, "The institutional framework (...) views accounting practices as
institutionalized routines which enable organizations to reproduce and legitimize behaviour
and to achieve organizational cohesion". Burns and Scapens (2000, p 4 and 6) write "Our
paper begins with an assumption that, in many organizations, management accounting
systems and practices constitute stable rules and routines.” and "As argued by Scapens
(1994), rules are necessary to co-ordinate and give coherence to the actions of groups of
individuals." If we consider accounting principles to constitute an institution then what
characteristics can we find for these rules?

Looking at accounting rules in isolation we can say that they are more discretely then
continuously evolving, more of influence on the set of decision alternatives than on
norms and values, more designed on purpose than accidental. Accounting rules are of
influence in the first phase of the decision process, the phase in which the decision
problem is formulated (Lukka and Kasanen 1995).

However accounting principles operate in conjunction with other coordinating

mechanisms, or institutions, like cultural rules, organizational-sociological rules, rules

resulting from the meso-economic environment of an organization or firm, the past

153 E g. Vanberg 1992.

154 Sjostrand mentions the infrastructural aspect of institutional rules. However, we must
be aware of the fact that we have reserved a more restrictive content for this concept.
We call only a part of the institutional rules ‘infrastructural'.



decisions of an organization, dressing rules, rules of ethical conduct etc. For example, we
know from agency theory that the incentives agents experience, in monetary terms or in
terms of risk, should match the pattern of available information (Baiman 1990 and many
other examples). The design of the system of performance evaluation should therefore
recognise the possibilities of moral hazard. We can also mention the interdependency of
accounting methods and norms and values. The operationalisation of organizational targets
into performance indicators on the level of the work floor should be done in a manner that
conforms the group processes that are manifest within an organization etc. This means that
the functioning of accounting rules should be seen conditional on the other coordinating
mechanisms (Hogarth 1993, Mangos and Lewis 1995). Hansen (1998) shows how the
historically grown meso-economic conditions in Germany, among other things, were of
importance for the evolution and development of tax accounting principles. Whitley (1999)
shows the interdependency between cultural rules and the rules used for the purpose of
management control. Sometimes accounting rules are of secondary importance for
decision-making, for instance when group behavior is the key factor in determining the
problem formulation. On other occasions the importance of accounting rules for decision-

making is great.

7. EVOLVING MANAGEMENT ACCOUNTING PRINCIPLES

Can a specific decision situation explain the existence and the adaptation of an accounting
system in conjunction with other coordinating mechanisms? It seems not. Up to now we did
not give attention to the fact that accounting rules are not designed for one decision
situation in isolation. Accounting rules are expensive to implement, an organization needs
time to get used to them and accounting principles are to be used in decision situations to
come. Therefore, we should consider from an institutionalist perspective the evolving
design of accounting principles. And, if we do so, we should take notice of the changing
environment, of the evolution of other coordinating systems, of decision situations to come,
of uncertainties etc.

Explaining changes of coordinating rules cannot be seen as searching for an
optimum solution to a rule-choice problem. There are far too many unknown variables and
there is too much uncertainty to enumerate the possible choice alternatives and select the
best (Burns and Scapens 2000). Besides, if we try to reach optimum rules that bound

decision problems, there is an infinite regress problem luring in the background (Verstegen



1994). Instead we have to deal with rules that are an element of an evolving combination of
coordinating systems (see e.g. Hansen 1998).

Suppose that we want to analyze and perhaps even explain the evolving design of
an organization’s accounting system in combination with the evolution of other coordinating
systems. What will be the explanatory factors or mechanisms? It seems to be a difficult task
to find them, as all seems to be variable. Fortunately, there is some ground to stand on.
Firstly, the coordinating systems do not evolve all at the same time and in the same pace.
For instance, from the point of view of adapting accounting rules, the cultural norms and
values often are relatively stable, as are laws. However, sometimes they may change in a
revolutionary way. Depending on the historical circumstances there is a unique succession
and timing of changes in coordinating mechanisms, among which accounting principles that
determine an organizations development. Thus, in explaining the evolution in the system of
accounting rules in their function of providing information for decision-making, we should
give attention to the historic path preceding a change. This means that the specific situation
of an organization is of great importance’, as are the specific preferences of the
organization (Keating 1995, Scapens 1994, Vosselman 1996). Understanding the changes
of an organization’s accounting system then means understanding its specific
circumstances and its specific past. In agreement with our previous argument this forms an
important reason for performing case research, as we should not exclude aspects of a
specific situation. Secondly, within the above institutional environment the evolving design
of accounting rules is the consequence of the interaction between the actions of the agents
within an institutional system and the coordinating system itself. Formal accounting rules
are gradually institutionalized into organizational routines that are used by agents. Such
processes of institutionalization are described and can serve as, a part of, a conceptual
framework for thinking about and analyzing the evolving design of institutionalized

accounting rules.'®

8. AN INSTITUTIONALIST'S VIEW ON MANAGEMENT ACCOUNTING RESEARCH
Viewing accounting principles in this paper as part of an institutional framework we can try

to pinpoint some aspects of research in management accounting that fit the old-
institutionalist perspective (Duindam and Verstegen 2000). This perspective advocates an
open-minded inquisitive approach, explicitly multidisciplinary of nature, which can help us in

describing specific instances.

'%% See for instance Bruns and Scapens (2000).



Within the limits of our points of departure, looking at management accounting principles
as a means for providing information for the purpose of boundedly rational decision-

making, we saw that:

- The effect of accounting rules on the behavior of individual decision makers interacts with
the effects of other rules. The shaping of a decision maker’s decision room and preferences
can be of importance here.

- Through their influence on the decision room and preferences of decision makers,
accounting principles have a function in coordinating the various decision makers, in
interaction with other coordinating systems within an organization like cultural norms and
values or socio-organizational rules. A number of technical characteristics of an accounting
system as a coordinating device can be mentioned, for instance speed of information
transport or robustness against external shocks.

- The various coordinating systems evolve in interaction with each other. The specific
succession and timing of changes stipulates the historical path of an organization’s
development.

- The specific mechanisms through which accounting principles get institutionalized within
an organization are concrete building blocks when we try to describe or even explain the
specific situation of an organization.

- A case oriented nature of research is needed as a consequence of the situation bound

nature of an organization’s development.

9. CONCLUSIONS

We can witness a rising interest in the functioning of institutionalized accounting rules within
an organization, particularly in the last decade. Accounting principles, in specific
management accounting principles, can be looked upon as rules that shape the decision
room of managers and, furthermore, that coordinate the behavior of decision makers within
an organization. As such management accounting principles on a rising number of
occasions are seen as institutional principles, the functioning of which may be analyzed and
evaluated using the institutionalist point of view and instruments.

We think of management accounting as a means for generating and processing
information for decision making. Looking at boundedly rational decision making it
appears that accounting principles have a function in formulating the decision problem,
which is the first phase in the decision process. As a consequence management
accounting rules perform a coordinating function between decision makers and decision



processes. There exist a variety of other coordinating mechanisms like cultural rules or
socio-economic rules. When we try to research the functioning and adaptation of
accounting mechanisms, we should take notice of the specific decisions for which the
information is needed, of future decision-making, of the interaction with other
coordinating mechanisms, of historical paths, and of the circumstances in which the
decision must be reached.
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ABSTRACT

Biodiversity refers to all species of plants, animals, and microorganisms existing and
interacting within an ecosystem. In agroecosystems pollinators, natural enemies,
earthworms, and soil microorganisms are all key biodiversity components that play
important ecological roles, thus mediating such as natural control, nutrient cycling,
decomposition, etc. In general, the degree of biodiversity in Hungarian agroecosystems
depends on main characteristics (the factors of environmental agricultural management) of
the agroecosystems. The authors carried out an acarological case study on mite fauna of
Hungary living in different ecosystems.

The mites (Chelicerata: Acari) are special microarthropods. They are in different food
types. The phytophagous mites (i.e.Tetranychidae, Tenuipalpidae, Eriophyidae) are
important pest in plant protection practise. A lot of species of mites are predators
and parasites and live in soils as decomposers. Their ecological role is important as
bioindicators. Mites and collembolans can account for 95% of total soil microarthropod
numbers. The mites occur mainly in the three suborders (Oribatida, Mesostigmata and
Prostigmata). Disturbances, predation, competitive interactions and fluctuating of the
environmental conditions also play a role in the value of mite-diversity in natural
ecosystems. Furthermore the following agricultural disturbances determine the value of
the mite-diversity:

-Soil Texture

-Soil Compaction;

-Cultivation;

-Fertilization;

-Treatment with Pesticides.

If disturbances of the agroecosystems are common, only a few taxa, which insensitive to

disruption will persist, therefore biodiversity will decrease (i.e. Hungarian apple-gardens



treatment with chemicals). Eupodidae, Tarsonemidae, Tydaeidae are among the most
abundant families in cultivated agroecosystems in the soil and their numbers increase
rapidly in response to disturbances such as cultivation.

The authors carried out investigations- as a case study- on dendrophylic mite fauna of
Corylaceae (hazelnut) species living in natural circumstances (Hungary, Szarvas,
Botanical Garden). The results of investigations: the mite community consists of 32
species, (7 dominant family) in different tropic levels, the diversity values range
between H”=0.31-1,78 while homogeneity values vary between J”=0.36-0,99 under

natural circumstances without agricultural disturbances.

INTRODUCTION

The ,Biodiversity Act” seems to be one of the most important documents of the
World Conference ,Environment and Development” organized in Rio de Janeiro in 1992. It
was accepted compulsory by Hungary as well. The main areas of conservation of
biodiversity are the genetic diversity protection, strategy of preservation of species and
perhaps the most significant are the fight against the pauperisation of biotops, elaboration

of devices of conservation and creation of action plans.

There are very few (if any) natural habitats left in Hungary. All the forests, meadows are
utilized and cultivated for centuries. The traditional agriculture and forest cultivation
was sustainable, the biological diversity (both at genetic, species, habitat and at
landscape levels) was relatively high, and this level did not change. Many areas, that are
of importance on a nature conservationist's point of view, appeared as a result of human
impact. (Like for example the "original Hungarian Puszta" vegetation is also such a
secondary succession that appeared as a result of the early drainage works and changes of

the water table.)

The balance between humans and nature ended when intensive agriculture and
severe environmental damage appeared. Before transition the intensification of
agriculture and forestry lead to some dangerous trends. The basically differences of the

natural and intensive agroecological systems summarized by the Table 1.

The most of endangered and extinct species became endangered because of habitat

damage. As a result of clearing the forests, ploughing the meadows and use of pesticides



and insecticides, the amount of natural habitats decreases. Population of animal and plant
species are more and more fragmented and isolated from each other. The extents of these
processes are not as high as in some West European countries so the biodiversity of

Hungary is relatively high. More than 42.000 animal species are living on Hungary!

Table 1.
Differences of natural and agro-ecological systems
QUESTIONS: AGROECOSYSTEMS
NATURAL ECOSYSTEMS
Diversity of species High Low (homogeneity)
Gene-diversity High Low (homogeneity)
Bio-mass High Low
Bio-geo-chemical In a state of equilibrium Inhibited
cycles
Adaptation Natural selection Artificial genetical methods
GMO, LMO !l
Functioning 400 million year ~ 400 year
Global trends Decrease Increase
Consequences for the Sustainability Instability
Biosphere GAIA! HUMAN RESPONSIBILITY !

The ecological spectrum of plant species living on different clime zone demonstrate, that
Hungary (Carpathian Hollow) has more than 3240 natural plant species (Table 2.) The
2 years lifecycle plants (HKR) are the dominants (56%) of the Hungarian flora.
However, in Hungary there are also more and more endangered plant and animal species.
The number of the protected animals was more than 700 and the protected plants more
than 450 in 1990 (Hungarian Red Book)

Aside from this, in Hungary, (like in most other East European countries) for many years
there was the attitude that "collective property is nobody's property". As a result of this there
was a lack of environmental awareness and nature protection become a topic of secondary

importance. Moreover, antagonism of interests also causes problems. Apart from the basic



antagonism between short-term economic interests and nature protection, in Hungary,
nature protection is of interest on a national level but not always on a local or regional level

(source: http://www.gridbp.ktm.hu).

Table 2
Ecological spectrum of plant species living on different clime zone

Clime zone Number of Ecological spectrum( %)
species PH. CH. HKR. KR.(G) T.

Subtropical zone
Evergreen forest (India) 361 66 17 2 5 10

Temperate zone

Carpathian Hollow 3240 6 6 56 14 18
(Hungary)
Polar zone
Svalbard(Spitzberg) 110 1 22 60 15 2

Desert zone
Transkaspi Hollow 786 11 7 27 14 41

Raunkiaer's plant-categories: Phanerophyta: Trees
Chamaephyta: Scrubs
Hemikriptophyta: 2 years lifecycle plants
Geophyta: roots, bulbs
Therophyta: 1-year lifecycle plants (weed)

(Source: in Karasz, 1990, and in Haraszty, 2000.)

MATERIAL AND METHODS

The protection of micro-arthropods, like the predator acarus (mite) species (Arthropoda:
Chelicerata: Acari) which can limit the biotic number of individuals of phytophagous mites
can be realized only by protection and conservation of their biotops and
conservation of the steady state phases. The national parks, the natural or mostly
natural ecological systems, and the dendrophylous plant collections, which are untreated by
pesticides the parks of mansions and the agricultures treatment with IPM programme (with

biocontrol), are very important from this point of view.



Arthropod populations are highly dynamic and soon become a pest. For this reason,
population monitoring — of both pests and beneficial — has become an essential tool for

managing arthropod pests (Gliessman, 2000).

In the present study the elucidation of characteristics of predator acarus species having a
biotic individual limiting role, was considered a main question. This acarological case
study carried out on dendrophyl collection of Botanical Garden in Szarvas. The territory it
is 82 hectares, is lying in the valley of the river Kérds. The Arboretum was founded 120
years ago. The flora of the Arboretum is well known, however, its fauna has not been
explored yet. The acarological records of these area: Bozai, 1970, Bognar et al., 1977;
Szaboné Komlovszky and Markd, 1979; Szabdéné Komlovszky (1982,1983,1994,1995,
1998, 1999).Mahunka and Mahunka Papp, (1999) determined that in the new habitat

species associated with trees have been established.

Very interest questions are the research of the acclimatization of the microarthropods and
the characterization of their secondary succession. Koehler (1999) carried out
investigations on Gamasina (soil mites) in a succession of thirteen years in the vicinity of
Bremen (Germany).
He determined that the space-for-time studies and long-term observations are not

alternatives, but complementary techniques to study succession of mite-communities.

Collection circumstances: the collection time of the samples was between April and
November per 10 days and the sample consisted of 5 x 10 leaves/individum from the
hazelnut (Corylus avellana L.). The correct identification of the mites is the first step was in

the research work. In identifying the mites we used the basic acarological works.

The study was directed to the following questions:

e What kinds of predator mite species live in undisturbed areas /nature conservation
territories/;

o What are the diversity and homogeneity values of mite population communities;

¢ What are the significant tropical relationships of dendrophilic mite families in the natural
areas; and what are the species of the guilds (preda-predator);

e Which are the direct and indirect effects regulating if densities of phytophagous mite

populations;



- And which are the dominant endemic predator mite species that can potentially be used

in biological plant protection in the Hungarian fruit gardens.
RESULTS

Among the most frequently used ecological indices in acarology remarkable are the results
of Castagnoli et al. (1999). They used the Shannon-Wiener’s and Simpson’s indices in their

acarological investigations on mite populations in a vineyard agroecosystem in ltaly.

The term "structural characteristics of family-individual diversity" was introduced by
the authors in order to describe the collective structure of dendrophyilic mite communities
Szabo-Komlovszky, 1982). Diversity (being a primary marking phenomenon) can be used
for tracing changes in markings more closely. This is why it can also be used for indicating
the phenetical picture of "initial degradation" in the acarological sense of the term. It can
characterize the structural relations of a population at a given time by a single number,

which can be calculated by the following formula:

. n.
H'=-3 L.y .20
ZZ_Z:N N

where
H" = "Shannon" -diversity
s = number of families in the sample
n; = number of individuals in one (the i-th) family
ny = Eriophyidae
n; = Tetranychidae
ns = Czensinskiidae
Ny = Tydeidae
ns = Phytoseiidae
Neg = Cheyletidae
n; = Stigmaeidae

N = total number of individuals in the sample.



In the addition to diversity, homogeneity J” should also be taken into consideration. This
latter value can be calculated from the following
formula:
H"
Jn —
lns

The abundance values of the dominant mite families (Fig.1) with the data of diversity

indexes and values of homogeneity there are on the Table 3 (in appendix).

The data of 1 year of the research determined, that the diversity values range between 0,65
—1.47 /H”/, the homogeneity vary between 0.70- 0.99 /J”/(Fig. 3.)

The phytophagous guild consist 4 dominant families and the predacious guild consist 3
dominant family (Fig.2) the population dynamics in space-time relation fluctuate around the
“dynamic ecological equilibrium” in natural circumstances (nature protection areas). So in

these areas we can study the “undisturbed steady state” of the ecosystems.



Fig.1.,2.,3.: Population dinamics and diversity of dominant mite families on Corylus
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It can be ascertained on the basis of the results of the 5 years investigation that the

diversity values of dendrophilic mites living on Corylaceae species range between H" =
0.31 - 1.78 while their homogeneity values vary between J" = 0.36 - 0.99 under natural

circumstances (i.e. in environments free from pesticides).

Conclusions: There are two aspects of population space relationships: quantitative
(Density) and qualitative (Type of distribution). Density is the number of population element

is a unit of space. Population density is assessed by sampling (representative sampling) in



most studies (Gallé and Charles, 1998), and expressed as a sample average with its

variance or standard deviation. A well-regulated (autoregulated) natural system is stable.

The authors determined that in August are the maximum diversity values of mite
communities and in April and in the end of September are the minimum diversity values of
the years. It can be summarized that besides the determining role of abiotic factors, the
qualitative and quantitative aspects of the food - factors as well as intra - and interspecific
effects regulate the biotic potential of phytophagous mites. These relationships appear in a

given habitat and at a given time only as population sizes (N).

In mite communities forming natural dynamic systems, due to the presence and
action of limiting factors such as density, competition, predation etc. and of
feedback mechanisms the numbers and individual densities of both phytophagous
and predatory species fluctuate around a value regarded as "optimal"” in the natural

circumstances.

Authors arrived at the conclusion that Amblyseius finlandicus Oudemans and
Phytoseius echinus Wainstein et Arutjunjan can potentially be used in biocontrol
practice in the Hungarian fruit gardens because these are endemic dominant predator
mite of Hungarian fauna. The results present excellent opportunities to explore new
frontiers of biological control in the acarological practice. These investigations are
equivalents with the results of the research in Ontario on apple trees (Amano and Chant,
1990).

Biological control was born and reared in the simple world of direct pair wise interactions
between living species. Biological control has become today a key component of the plant
protection worldwide. Concern about reliance on chemical pesticides has led to
development of integrated pest management, which depends on both the conservation
of local endemic natural enemies and their mass release as alternatives to chemicals.
The nature conservation areas are reservoirs of parasite and predator microarthropods.
The phytophagous mites /Chelicerata: Acari/ are major pests throughout the world. Their
control is very difficult due to the development of resistance against various pesticides. The
use of natural enemies Acari: /predator mites/ is thus essential for any mites biocontrol

programmes is the plant protection practice of Hungary.



GENERAL DISCUSSION

The present acarological case study demonstrated the importance of the reservoirs
of conservation of the predators and parasites.

So very important question is in view of nature protection the change of land use
system in Hungary. Angyan et al. (1998-2000) worked out of the new land use zone

system for Hungary (Table 4.).
Table 4.

The distribution of arable land in the supposed land-use zone system with three categories

(summary)

Land-use zone Scenarios
1. 2. 3.

Protection zones (1000 ha) 11,3 11,3 11,3
Zones for extensive agricultural production 981,3 1 408,90 1 860,50
(1000 ha)
Zones for intensive agricultural production 3621,40 3 193,80 2742,20
(1000 ha)
Total: 471400 4714,00 4714,00

The different is between the 3 scenarios so that the 3 th scenario has a “radical” conversion
from the intensive agricultural systems. The main question is the combination and the
“palance” of the agricultural sustainability and the environmental sensitivity (table 5). The
role of the ESA System (Environmentally Sensitive Areas) means the protection of special

flora, fauna, soil and water bases.

Table 5.
Changes in the land-use structure and in the size of their area as a result of the second
scenario
Land use area (1000 hectares)
present according to 2nd scenario
Arable land intensive: - 3194
extensive: - 503
total: 4714 3697
Horticultural
crops+fruits+grapes: 260 260
Grass real data: - 615
plan (new): - 788
total: 1148 1403
Total Agricultural Land: 6 122 5 360
Forests actual data: - 1828
planned (new): 762

total: 1828 2590



Reeds and Fish farms 68 68

Total Agricultural Area: 8018 8018
Non-cultivated Land: 1285 1285
Total Land: 9 303 9 303

In order to realize the second scenario the following conversions had to be made for the

development of the land-use ratio determined through the second scenario:

A conversion of 533 000 hectares of grassland into forest,
A conversion of 229 000 hectares of arable land into forest,
A conversion of 788 000 hectares of arable land into grassland, and

A conversion of 503 000 hectares of intensive arable land into extensive arable land

This conversion would affect roughly 2 million hectares of land, which means 25 %

of the total agricultural land of the country and 21 % of its total land!

Diversity, its support and enhancement through species richness, rotations, intercropping
cover crops in one of the basis principles of agroecology in sustainable agriculture system
(Thrupp, 1996, in: Collins and Qualset, 1998). At the same time there are examples of
agricultural practices that enhance biodiversity and one of the great challenges for the new
century will be to discover additional ways for achieving complementary of food, fiber, and

energy production and biodiversity conservation (Collins and Qualset, 1998).

Successful IPM (Integrated Pest Management) system should be sustainable,
environmentally safe, and adaptable to the technical, institutional, economic, social,
legislative, and educational needs of the farmers. The challenge in developing sustainable
IPM system for the 21’st century is obtaining an adequate understanding of pests and
agroecological systems, developing of effective short- and long term techniques, gaining
acceptance of these practices by the institutions and community, establishing legislative

control measures, and adapting techniques for various economic resources.

Our environment is we ourselves. Should our environment be ill, so are we. Healthy nature
produces also healthy people. The protection of GAIA (of the Biosphere) to use of Eco-
friendly techniques in the 21’st century (agricultural environmental management) is most
important work of the nations all over the world. We have a moral duty to look after our

planet and hand it on in a good order to future generations.



ACKNOWLEDGEMENT

* THIS WORK HAS BEEN SUPPORTED BY THE HUNGARIAN RESEARCH FUND (OTKA), APPL.
NUMBER: T 026095

The authors want to thank Prof. Jacob Krabbe and Meta Krabbe for continuous interest
and help in the study. The Tessedik Samuel College, Ministry of Education, Budapest
(Mecenatura) and the Hungarian National Research Fund (OTKA T 026095) provided

financial support.

REFERENCES

Amano, H. and Chant, D. A. (1990): Species Diversity and Seasonal Dynamics of Acari on Abandoned Apple
Trees in Southern Ontario, Canada. Exp.& Applied Acarology, 8: 71-96.

Angyan, J. et al., (1998): Land-use system of Hungary (Working out of the land-use zone system for Hungary
in the interest of the discussion for accession to the European Union, Godollé

Bognar, S. et al (1977): Megfigyelések a Szarvasi Arborétum talacsatkairol (Publ. Univ. Horticult.), 41:999-103.
Boazai, J. (1970): Tenuipalpus szarvasensis sp. N., a new mite species from Hungary —Acta Zool. Hung. 16:367-
369.

Castagnoli, M Liguori, M, and Nannelli, L. (1999): Influence of soil management on mite populations in a
vineyard agroecosystem. Ecology and Evolution of the Acari, 617-623. The Netherland

Collins, W.W. and Qualset, C. O. (1998): Biodiversity in agroecosystems CRC Press LLC, 2000, Boca Raton,
FL.

European Commission (1994): CORINE Land Cover — Technical Guide, Luxemburg, 136 p.

Gallé, L. and Charles, S. (1998): Basic ecology and ecological basis of ecotechnie, TEMPUS JEP. No. 9054-
95. Szeged, JATE.

Gliessman, S. R., (2000): Field and Laboratory Investigations in Agroecology Lewis Publishers, 2000. Florida
Haraszty L. (2000): Természeti értékeink az Eur. Uniéban, Természet Vilaga 131: 8.

http://www.gridbp.ktm.hu (Internet)

Karasz 1. (1990): Okoldgiai és kérnyezetvédelmi alapismeretek Ministry of Education, Budapest, 1-162.
Koehler, H. H. (1999): Gamasina in a succession of thirteen years J. Bruin van der Gest and Sabelis (eds.),
Ecology and Evolution of the Acari, 531-539. KAP the Netherlands.

Mahunka, S. and Mahunka, Papp, L. (1999): Oribatids from Szarvas Arboretum (SE HUNGARY)
(Acari:Oribatida) Fol. Ent. Hung. LX 200: 83-107.

Sipos, A. (1994): Szarvas — Szarvasi Arborétum, Tajak, Korok, Muzeumok Kiskonyvtar, 505, TKM Egyesiilet,
Bp. 24. pp.

Szaboné Komlovszky, I. and Marko, J. (1977): Természetes biocondzisban él6 atka fauna vizsgalata —
No6vényvédelem, 13: 101-106.


http://www.gridbp.ktm.hu/

Szab6 Komlovszky, I. (1982): Qualitative and Quantitative Biological Characteristics of Dendrophyl Mite
Communities in Hungary (PhD Thesis, 1-115.), Hungarian Academy of Sciences, Budapest.

Szabo6 Komlovszky, I. (1983): Diversity in the mite populations of Corylaceae species. Scientific Publications of
Debrecen Agricultural University. Tom XXIII 246-259

Szabo6 Komlovszky . (1994): Biological Control in Nature: Dendrophyl Mites (Acari). INTECOL’ 94. Ecol. World
Congress, Manchester, Abstracts: 650-655

Szabdé Komlovszky l.and Litkei J. (1995):Institutional nature conservation and sustainable agriculture in
Hungary (ISINI Congress, Boston, 1995).

Szabé Komlovszky, 1. (1998): Recent problems and new strategies of Nature Conservation and
Sustainable Agriculture in Hungary INTECOL’ 98.Congress, Firenze, Proceeding: 412.

Szabdé Komlovszky, |. (1998): Environmental protection and Agricultural Environmental Management of
Hungary (The Triennial Meeting of World Aquaculture Society, Las Vegas, USA, Book of abstract: 304.)
Szabd Komlovszky, |. Litkei, J. and Jenser G. (1999): Acarological case study: Predator — Herbivore — Plant
interactions. Evaluating indirect ecological effects of biological control. IOBC Conference, Montpellier,
France. Bull: 64.

APPENDIX

Table 3. Structural characteristics of mite communities on hazelnut
(Corylus avellana L., Botanical Garden in Szarvas)

Time of sample Erio. Tetr. Czen. Tyde. Phytophag Phyt. Chey. Stig. Predacio
ous us
collection ind /10 leaf
01.04 0,0 21,2 0,0 0,0 21,2 12,5 0,0 0,0 12,5
10.04 0,0 23,0 0,0 0,0 23,0 21,3 0,0 0,0 21,3
20.04 0,0 32,9 0,0 9,7 42,6 18,4 0,0 2,8 21,2
01.05 0,0 61,4 0,0 13,1 74,5 32,7 0,0 10,7 43,4
10.05 0,0 67,8 0,0 38,0 105,8 24,0 0,0 8,5 32,5
20.05 0,0 80,1 0,0 31,5 111,6 42,9 0,0 9,0 51,9
01.06 0,0 43,5 0,0 60,9 104,4 103,8 0,0 16,7 120,5
10.06 0,0 49,0 0,0 76,0 125,0 148,7 0,0 5,9 154,6
20.06 148,3 21,7 21,9 61,4 253,3 95,1 0,0 43 99,4
01.07 187,1 38,9 112,8 18,7 357,5 28,2 0,0 11,8 40
10.07 162,0 27,6 29,5 15,8 234,9 50,6 0,0 41,7 92,3
20.07 155,7 31,5 0,0 40,1 227,3 81,1 0,0 25,1 106,2
01.08 110,8 26,8 0,0 8,3 145,9 122,8 0,0 18,2 141
10.08 26,3 81,0 0,0 10,2 117,5 206,3 0,0 22,9 229,2
20.08 70,9 92,2 0,0 19,5 182,6 138,2 0,0 125,3 263,5
01.09 1445 53,3 0,0 171 214,9 84,4 0,0 162,9 247,3
10.09 18,4 161,4 0,0 42,0 221,8 115,6 0,0 2191 334,7
20.09 0,0 148,1 0,0 7,7 219,8 89,1 0,0 227,6 316,7
01.10 0,0 164,7 0,0 49,6 214,3 72,0 0,0 2417 313,7
10.10 0,0 137,2 0,0 41,8 179,0 68,5 8,2 152,0 228,7
20.10 0,0 119,5 0,0 52,1 171,6 91,3 6,7 103,7 201,7

01.11

0,0

109,2

0,0

30,4

139,6

98,7

24,6

45,6

168,9

H"

0,65
0,69
1,12
1,15
1,17
1,17
1,22
1,07
1,41
1,37
1,47
1,37
1,22
1,12
1,47
1,41
1,36
1,28
1,21
1,34
1,41
1,44

J"

0,95
0,99
0,81
0,83
0,85
0,84
0,88
0,77
0,79
0,76
0,82
0,85
0,76

0,7
0,91
0,87
0,84
0,92
0,87
0,83
0,87
0,89



The Class Conflict Model: Theory and History

Barrington K. Brown
Barrington Associates

|. Introductory Background

Modern theory of class conflict was first analyzed by Karl Marx,"*® who defined classes in
relationship to a given system of production. Focusing on two pure classes, Marx noted the
historical fight between freeman and slave, dating from antiquity; patrician and plebeian, in
ancient Rome; lord and serf, in feudal society; guild master and journeymen, under the handicraft
system; where, generally speaking, the oppressor and the oppressed stood in constant
opposition to each other. Marx concentrated upon the property relationship of the capitalist
system of production, where one class, the bourgeoisie, owns the means of production, and the
other class, the proletariat, works for them. The exploitation of the proletariat by the bourgeoisie
leads, according to Marx, to conflict that ultimately results in the overthrow of the capitalist
system.

Max Weber"’ expanded the concept beyond economic factors and developed a
multidimensional concept of class. Weber’s analyses included an economic dimension, wealth
(property, income), a political dimension, power (authority), and a social dimension, prestige
(honor). Weber referred to those people with common economic conditions as classes, those
with common political interests as parties, and those with various degrees of prestige as status
groups. While members of one of these groups may not be members of the others, where they
are coincident, the systems of stratification, and class structure, is fully developed; since these
various interests are joined. Class, then, according to Weber, is a group of people whose shared
situation is a frequent basis for action by the group.

According to Ralf Dahrendorf'®, the unequal distribution of power and authority leads to
the formation of social classes, independent of economic conditions. The key element in the
analyses of class conflict, then, is the authority relationships that exists between dominant and
subordinate groups; where the distribution of authority may, or may not, be related to the
ownership of property. When authority is distributed unequally, tension arises between such
groups as management and workers, males and females, or teachers and students, such that the
existence of dominance implies the possession of authority and the existence of subordination
implies the exclusion from authority. These two groups have interests that are contradictory
since the dominant group attempts to maintain the status quo while the subordinate group
desires to change existing arrangements. Therefore, according to Dahrendorf, ownership of the
means of production is but a special case of general authority relations. Dahrendorf
acknowledges that authority, within limits, is empirically accompanied by relatively high income
and prestige.

Gerhard Lenski'® states that conflict arises over the control of the economic surplus; the
surplus being the goods and services produced over and above the minimum required for society
to survive. According to Lenski, the production of the surplus gives rise to stratification with
regard to control over, and access, to society’s resources. Lenski concludes that the distribution
of the surplus is determined on the basis of the distribution of power in a society; where the
inequalities in the distribution of power give rise to inequalities in the distribution of privilege and

136 Karl Marx and Frederick Engels, The Communist Manifesto (New York: International Publishers 1948).

137 H.H. Gerth and C. Wright Miller, ed. Max Weber: Essays in Sociology (New York: Oxford University
Press 1946) “Class, Status and Party”.

138 Ralf Dahrendorf, Class and Class Conflict in Industrial Society (Stanford, California: Stanford University
Press 1959).

139 Gerhard Lenski, Power and Privilege: A Theory of Social Stratification (New York: McGraw-Hill 1966).




prestige. This ultimately results in the unequal distributions of the economic surplus. Class,
then, can be defined as an aggregate of people in a society who stand in a similar position with
respect to the distribution of power, privilege, and prestige.

The present study focuses on the conflict view of social stratification from both a
theoretical and historical perspective and analyzes ongoing circumstances. Social stratification,
or structured inequality, refers to the unequal access, by entire categories of people, to social
rewards; where social rewards include the general categories of wealth, power, and prestige. This
paper will analyze, employing an interdisciplinary approach, the nature of the competition, by
various groupings of people with insatiable appetites for social advantages, for scarce resources
in given societies.

Some degree of status, or class, hierarchy is inevitable in any society because there are
differences in the functional roles of individuals, in the power or authority they possess, or in the
position they occupy. Status implies superior-inferiority relationships, and class assignments are
based on a number of economic, social, political and anthropological factors. These factors
include wealth and income, occupation, education, political affiliation, gender, race and ethnicity,
achievement, age, ability, and family background. Since some form of social hierarchy, based on
these differences, exists in all societies, social stratification is, therefore, a law of human nature.

In the presence of inequality, group or class distinctions develop which inevitably result in
some degree of class feeling which, itself, leads to some degree of class tension and class
friction. Class friction, or class conflict, involves activities that are directed by members of one
class against the interests of another class in favor of its own interests; with all groups seeking to
enhance, or at least maintain, its position relative to competing groups. While class friction, or
class conflict, may be overt or covert, it always results in a certain degree of social tension, social
instability, and social disorder.

Any class conflict consists of two distinct groups, standing in relationship to each other,
competing for the same, scarce, resources and, thus, having opposing interests. The two class
model introduced by Marx, seems appropriate since there can only be two sides to a given fight or
argument. In any conflict between two opposing sides, any number of distinct classes might
enter a given contest through the forming of coalitions. In any case, one party attacks, the other
defends; one side seeks change, the other wants to maintain the status quo; one group seeks to
improve its situation, the other desires to retain or secure its position.

Competition between opposing groups usually involve dominant versus subordinate
groups, where the dominant grouP of course, has the greater access to social resources, and
hence, a greater amount of power. % Thus, domlnant groups are able to obtain a large part of the
economic surplus relative to subordinate groups o Conversely, subordinate groups tend to be
subjected to restraints, or oppression, and, through unequal exchange, epr0|tat|on Randall
Collins'® notes that this exploitation, and its accompanying oppression, “need not involve
conscious calculation on the part of those who gain from the situation; rather, they are merely
pursuing what they perceive to be their best interests.” "8 Thus, given two distinct classes —
standing in relationship to each other -, what is comfort to one party is oppression to the other;

160 Power, as defined by Weber, is the ability of persons or groups to obtain their will even though opposed by

others.
tel Social Psychologist have found that people who control resources, emotions, or finances valued by others
clearly have the advantage in a relationship, whether it is commercial or personal. Erik J. Coates and Robert S.
Feldman, eds. Classic and Contemporary Readings in Social Psychology (Upper Saddle River, N.J.: Prentice Hall,
1998 2" ed.) p. 208.

George Ritzer, Sociological Theory, (New York; McGraw-Hill 1992 3™ ed.) p. 609.

As a form of Parkinson’s law: the use of power expands to fill the extent of its existence.
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what is a fair exchange to one party is exploitation to the other; and, generally, what is justice to
one party represents a threat to the other.

Social distinctions ultimately lead to inequalities, which leads to repression, which, in
turn, leads to resistance. Since some degree of patterned inequality exists in all societies, it
follows, then, that class conflict, whether overt or covert, is an inevitable occurrence in all human
societies. Thus, it can be postulated that, from the point of view of sociology, the history of all
societies is a history of class conflict; class being defined as people of like kind and
circumstance. Further, each side of a conflict believes that their goal is theirs by “divine right”;
which, of course, is why there is conflict.

The government, as Weber was the first to note, the apparatus of the state, is the only
agency in society with a monopoly on the legal use of force and coercion; and it is the state that
determines who gets what portion of the economic surplus. Thus, the object of any group is to
gain control of, or otherwise influence, the government in order to enhance its position relative to
competing groups. Since dominant groups have greater access to scarce resources and, hence,
have more power, it can be postulated that, from the point of view of sociology, the function of the
state is to maintain the position of dominant groups, i.e., to maintain the status quo. As a
corollary, it can be postulated that the function of the state, operating through the government, is
to provide a means whereby subordinate groups can enhance their position relative to dominant
groups. The state, then, is the primary arena of conflict between classes. Competing groups seek
to use the coercive powers of the state to enhance or maintain their relative position.

Over the course of human history, inequalities have been a continual source of tension
and conflict, resulting in oppression and exploitation; with periodic episodes of violence.
Throughout history, less powerful classes have fought more powerful classes, over perceived
injustices, with some successes to their credit. Conversely, more powerful classes have fought to
prevent various rights from being obtained by less powerful classes, and have attempted to
undermine them even if these rights were established. These efforts have also had their share of
successes. The struggles have continued; employer versus worker, rich versus poor, and,
generally, haves versus have nots. The next chapter presents some examples of these struggles
in order to provide a deeper insight into the class nature of society and the nature of class
struggles.

V. Class Conflict in the United States

Business Versus Agriculture

One of the first major conflicts between agricultural and industrial interests occurred in
England in the first half of the nineteenth century. After the Napoleonic Wars, an agriculturist
controlled parliament enacted heavy protective tariffs on agricultural products. Those tariffs,
called the Corn Laws, enabled British landowners to obtain higher prices from the sale of their
outputs, and, thus, earn higher profits. British industrialists viewed the Corn Law as a threat to
the growth of manufactured exports because, unless foreigners sold their output in England, they
could not pay for British manufactured products. Further, industrialists feared that tariffs on
British imports might induce foreigners to retaliate with tariffs of their own.

Pressure from industrialists and merchant classes resulted in the passage, by Parliament,
of the Reform Act of 1832, which set up new districts for electing members of Parliament. Prior to
1832, districts for electing members of Parliament were primarily in rural areas, and new industrial
centers, such as Manchester and Sheffield, had no representation; since they grew up after older
districts had been formed. The Reform Act of 1832 gave these thriving new cities representation,
in Parliament, for the first time.



The Reform Act of 1832 enabled the industrialist and merchant classes to gain political
power relative to landowners. As a result, Parliament repealed the Corn Laws, in 1846, and
England entered upon eighty-five years of virtually tariff-free trade, a unique experiment.'®

Quite the opposite situation occurred in the United States during the same period. The
first significant protective tariff was enacted in 1816 in order to protect manufacturers, primarily
located in the north, from British competition. Southern planters opposed the tariff because it
raised the cost of goods they imported from Europe and, because, they feared, the tariff would
cause other countries to retaliate with tariffs against southern products, primarily cotton.

Southern planters protested but were outvoted in Congress by manufacturing interests. In
1828, another protective tariff, called the Tariff of Abominations, imposed especially high duties
on imported textiles and iron. Again, southern planters lacked the votes in Congress to counter
manufacturing interests.

The question of the tariff resulted in what was termed the Nullification Crisis, in United
States history. The doctrine of nullification upheld the right of a state to declare a federal law null
and void and to refuse to enforce it within the state.'®®

Farmers in the United States

The unique debt position of farmers results from the way in which farm production is
carried out. Farmers usually receive their income, in a lump sum, when the crop is sold. In the
meantime, however, farmers must borrow in order to pay for machinery, land, seed, and so forth;
hoping to earn enough money from the sale of the output to repay the loans. Thus, farmers must
borrow even in the best of times.

In the latter half of the nineteenth century, farmers joined together in order to bring an end
to the growing power of corporations over their existence and to provide a means by which they
could better appropriate the fruits of their labor. Farmers were burdened by the monopoly rates
that railroads charged to transport their output to market and by the excessively high interest
rates that banks charged on loans. Further, high protective tariffs on farm machinery enabled
United States manufacturers to charge high prices for equipment. These, and other factors,
combined to worsen the debt position of farmers.

The extension of the suffrage after the civil war to include all adult males enabled farmers
to participate directly in the political process and influence government to operate in its behalf.
The first national organization that promoted farm interests was the Patrons of Husbandry (the
Grange). The Grange, by supporting the Greenback Party, hoped to increase the money supply in
order to raise prices. As a debtor class, farmers perceived that they would benefit from an
inflationary money supply at the expense of the creditor class. While farmers were not successful
in expanding the money supply, they were successful in influencing federal and state legislation
that benefited agricultural interests.

As the Grange faded, the Farmers’ Alliances, more politically oriented than the Grange,
took on a more national scope. In the election of 1890, the Farmers’ Alliances took control of
twelve state legislatures, elected six governors, and sent over fifty representatives to Congress.
The Farmer’s Alliances, and the populist movement that grew out of it, pushed for an increase in
the money supply; the resulting inflation helping debtors relative to creditors. The populists
advocated the creation of a bimetallic monetary system, i.e., gold and silver, rather than just a
gold standard. In the election of 1896, the Populist Party supported the Democratic Party’s
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nomination of William Jennings Bryan, who gave his famous “Cross of Gold” speech at the
Democratic convention. The Democrats lost the election primarily because urban workers in the
northeast feared that the populist agenda would cause prices to rise significantly, eroding their
standard of living.

Business Interests

Industrial interests have had a long history of attempting to influence government to
intervene in its behalf. Industrial interests have, historically, tried to combat agricultural interests,
sought protection from foreign competition, attempted to impede the growth of organized labor,
and have attempted, whenever possible, to maintain an environment conducive to monopoly in its
own sphere of operation.

After the revolution of 1830, Louis Philippe, who was sympathetic to liberal reforms, was
installed as King of France. In England, the Reform Act of 1832 gave Parliamentary representation
to industrialists and enabled industrial interests to defeat agricultural interests in having the Corn
Laws repealed. In other European countries, industrial interests began to gain power relative to
agricultural interests. In Belgium, for example, the issue of relative political power was decided in
the election of 1847 and the subsequent reforms of 1848.

In the United States, the railroads received assistance from state and local governments in
the form of land grants and low interest loans. After the Civil War, the federal government made
land grants and construction loans. Under the National Mineral Act of 1866, mining firms were
given millions of acres of free public lands.

Although the first tariff enacted in the United States, in 1789, was intended to raise
revenue, its primary function was soon to become the protection of infant industries, especially
manufacturing. In 1816, in response to urging from New England manufacturers, Congress
enacted its first really protective tariff, aimed against British textile manufacturers. Seaport
merchants, however, opposed this tariff because it limited international free trade and, thus,
eroded their profit potential. After 1865, businesses generally, were particularly favorably
disposed to tariffs, which were placed upon products which were cheaper to produce in Europe;
thus enabling United States firms to earn higher profits by charging higher than competitive
prices. In 1909, the Payne-Aldrich Tariff, which was initially designed to lower tariffs, actually
increased import duties.

The Interstate Commerce Commission was created to get the railroads to charge
reasonable rates, particularly to farmers. However, when the railroads attempted to block the
Commission’s rulings, particularly between 1887 and 1905, the Courts decided in favor of the
railroads in 15 out of 16 cases. Under the Mann-Elkins Act of 1910, the government gained
regulatory power over additional industries, including the telephone and telegraph.

As a result of corporate efforts to control and monopolize markets and, thus, obtain higher
profits, Congress passed the Sherman Antitrust Act of 1890. However, due to ambiguities in the
law, firms were generally successful in avoiding prosecution under this Act. In 1914, Congress
passed the Clayton Antitrust Act and the Federal Trade Commission Act in order to strengthen the
government’s antimonopoly efforts.

Since the Sherman Act prohibited any combination in restraint of trade, the courts
interpreted the law in such a way that inhibited the growth of labor unions. Thus, labor was at a
disadvantage relative to corporations. The Clayton Act exempted labor organizations from
constraints under the Sherman Act and forbade federal courts to issue injunctions against
strikers. Thus, corporations lost power relative to labor unions due to the Clayton Act.

After World War |, big business enjoyed considerable favor in the United States. This gain
in political strength was due to the perceived contribution of big business to the war effort.



Labor

The modern labor movement had its beginnings during the enclosure movement in
Europe, primarily in England, when peasants who previously worked the land were freed to move
to urban areas and form the workforce for the oncoming industrial revolution. Further, the larger,
enclosed farms, with no common lands and common pastures, provided incentive for increased
productivity in agriculture. The increased agricultural output resulted in the further increase in
the population, which was necessary to form the labor supply for the industrial revolution.

As the industrial revolution proceeded, wealth flowed into the hands of factory owners,
merchants, and shippers; people who made up the middle class. Along with the decline in their
relative income share, workers worked long hours under unsafe working conditions. This
exploitation of labor led workers to organize unions to press for their interests.

In England, the Combination Acts of 1799-1800 prohibited the forming of unions since the
authorities were threatened, and intended to suppress them. Between 1815 and 1819, mass
demonstrations and riots were common, particularly in the industrial cities, in England.

The Combination Acts were repealed in 1824 and, thereafter, unions were tolerated though
not yet legal. After 1875, in England, union tactics were regarded as legal and trade union activity
expanded significantly. In France, laws passed during the revolution, in 1791, and under
Napoleon outlawed unions. However, these laws were repealed in 1864, whereby union activity
was legalized.

The basis of workers’ growing influence was the right to vote. In England, the Reform Act
of 1832 gave most middle class men the right to vote. Subsequent reform acts, in 1867 and 1884,
extended the franchise to all adult men. In 1871, France established universal male suffrage; the
first European country to do so. By 1850, in the United States, nearly all adult white males could
vote. By the end of the nineteenth century, most industrial countries had universal male suffrage.
By the last decade of the nineteenth century, workers had made considerable progress and their
standard of living had increased significantly.

While the early unions were made up, primarily, of skilled workers, unions later began to
combine skilled and unskilled workers. The first union in the United States to do so was the
National Labor Union, established in 1866. The second union of this type, the Knights of Labor
was established in 1869, and reached its peak membership in 1886. The violence accompanying
the Haymarket Square protest, in 1886, turned public opinion against the knights. Further,
employer associations were successful in pooling their resources and impeding the growth of
unionism.

After the Haymarket Square incident, the American Federation of Labor (AFL), consisting
of 25 unions of skilled workers, was founded in 1886. By 1901, the AFL represented about one-
third of all skilled workers.'®

Meanwhile, the United States experienced a number of violent labor disputes; three of
which are of particular significance. The Great Railroad Strike of 1877 was the first nationwide
strike in the history of the United States. The President, fearing a national insurrection, set a
precedent by sending federal troops to suppress the strike. The Homestead strike of 1892
resulted in the governor of Pennsylvania sending in troops to retake the steel plant which was
under the control of strikers. In the Pullman strike of 1894, the attorney general of the United
States obtained a court order, under the Sherman Act of 1890, claiming that the strike interfered
with interstate commerce and impeded the movement of the mail.
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The National Association of Manufacturers, a group of industrialists founded in 1903,
launched a campaign to get rid of unions altogether. The NAM supplied strikebreakers, private
guards, and labor spies to assist employers.

The Clayton Act of 1914, reflecting the growing power of the AFL, exempted unions from
being viewed as illegal conspiracies in restraint of trade, as under the Sherman Act, and forbade
courts to issue injunctions against strikes. Section 7a of the National Industrial Recovery Act
(NIRA), of 1933, gave workers the legal right to organize and bargain collectively. When the NIRA
was declared unconstitutional, in 1935, Congress passed the National Labor Relations Act, later
that same year. The Wagner Act, as it was called, protected the rights of workers to bargain
collectively and defined and prohibited unfair labor practices by employers. As a result of this
law, union membership increased significantly. By 1947, unions represented about 40 percent of
all wage earners.

In 1947, however, the balance of power shifted from labor to employers when congress
passed the Labor Management Relations Act. The Taft-Hartley Act, as it was called, outlawed
many labor policies approved by the Wagner Act, including the closed shop, and allowed states to
pass right-to-work laws. This law made it more difficult for workers to establish unions.

The position of the labor movement was enhanced, in 1955, with the merger of the
American Federation of Labor and the Congress of Industrial Organizations. The merger ended a
long rivalry and the AFL-CIO made significant gains in the post World War Il years.

Between 1970 and 1982, the AFL-CIO lost almost 30 percent of its membership and its
political base decreased accordingly. Further, the decline in the manufacturing infrastructure has
contributed to the decline in union power. By 1990, less than 15 percent of United States workers
were union members, the lowest since before World War Il. Currently, labor-backed measures
now routinely fail in Congress.'®’

Women

During the Middle Ages, in Western Europe, women held relatively little power, and their
opportunities were, largely, limited to the home or the convent. In general, women were excluded
from inheritance and divorce was practically unknown. When men went off to fight, as in the
crusades, for example, women did, in their absence, hold some unofficial power with regard to
property. Further, in some instances queens did rule, in effect, for their husbands and sons.

In colonial America, few opportunities existed for women outside the household. Men, by
law, held managerial rights over property and inheritance rights for women were limited.

When the National Convention abolished the monarchy, in 1792, and declared France a
republic, all adult males were given the right to vote. Women were denied this right although they
had played a significant role in the revolution. However, divorce was legalized under the
revolution, enabling women to leave marriages; and stronger inheritance rights were given to
them.

The Napoleonic Codes, 1804, took away some of the right that women had won during the
revolution. Property rights and personal freedom for women were once again restricted.

In the United States, by 1868, 27 states had granted women the right to own and
administer property. In England, Parliament followed in 1882.
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The women’s movement in the United States officially began in 1848 in Seneca Falls, New
York, at a meeting attended by about 100 women, led by Lucretia Mott, and some men who
supported their cause. The meeting was concerned primarily with putting an end to women’s
subordination to men, in general, and was concerned with such specific items as women’s right to
hold property; and dealt particularly with the right to vote. Since the women’s movement had
roots in the abolitionist movement, women were particularly disappointed that the women’s right
to vote was not mentioned when the fourteenth and fifteenth amendments were passed.168

In 1869, Elizabeth Cady Stanton and Susan B. Anthony established the National Woman
Suffrage Association (NWSA) to push for women’s rights at the federal level. In that same year,
Lucy Stone headed the American Woman Suffrage Association (AWSA) to lobby the states rather
than Washington, DC. In 1890, these two organizations merged.

Farmers organizations such as the Grange (Patrons of Husbandry) and the Farmer’s
Alliances and labor organizations such as the Knights of Labor, included women who put forward
their own set of demands. However, women were unable to gain equality within these
movements. Further, they were unable to get the political parties they supported to endorse
woman suffrage.

After decades of relatively peaceful efforts to obtain the vote for women, more militant
organizations began to be founded, around 1900. In the United States, Carrie Chapman Catt
established the North American Woman Suffrage Association (NAWSA) in 1902. In England,
Emmeline Pankhurst established the Women’s Social and Political Union (WSPU) in 1903.

As a result of their wartime contributions and in response to continued pressure from the
suffrage movement, the Nineteenth Amendment to the Constitution was ratified in 1920, giving
women the right to vote in the United States. The suffrage was also extended to women in other
countries, around this time, as well. New Zealand was the first, in 1893; Australia, in 1902; Norway
in 1913; Canada, in 1917; Great Britain, in 1918, to cite some instances. France did not extend the
franchise to women until 1945.

After the Nineteenth Amendment was ratified, some women, such as Alice Paul, began to
push for the Equal Rights Amendment, first proposed in Congress in 1923. In 1972, Congress
approved the Equal Rights Amendment to the Constitution. The time limit ended in 1982; only 3
states short of the required number needed for ratification.

In the meanwhile, another hotly contested issue in the late nineteenth century and early
twentieth century concerned the matter of birth control. Advocates faced opposition from the
religious establishment, politicians — mostly men -, and national laws which condemned or
forbade the distribution of birth control information and devices. Sexual radicals such as
Margaret Sanger, in the United States, and Marie Stokes, in Great Britain, were trained in
Amsterdam, the center of the birth control movement. The availability of birth control was
significant in the female quest for equality and autonomy; since the ability to control their bodies
is as crucial as the attainment of civil and political rights.

The politics of reproduction continue in the fight over abortion rights; which has aroused
at least as much concern as the issue of contraception. The current struggle is between
advocates of pro-choice (abortion rights) and pro-life (abortion rights opponents). A Supreme
Court victory for the feminist movement was the 1973 case, Roe v. Wade, which upheld abortion
during the first trimester of pregnancy. The issue rages on!
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Blacks

After the emancipation proclamation was issued and the Civil War had ended, southern
states still attempted to keep the freedmen as near to slavery as possible by passing the Black
Codes. The Black Codes seriously restricted the movement and activities of black people and
attempted to return them to plantation labor.

In 1866, Congress passes the Civil Rights Act, over the President’s veto, which granted full
citizenship rights to black people and overturned the Black Codes. Fearing that the Act might be
declared unconstitutional, Congress sent the Fourteenth Amendment to the states for ratification.
Thus, black people obtained full citizenship rights under the law. In 1870, the Fifteenth
Amendment, granting the vote to former slaves, was ratified.

With the end of reconstruction, the south became increasingly segregated, and this
system of racial segregation was backed by state and local laws; which became known as “Jim
Crow” laws. Although these laws were passed in the late 1880’s, they remained in place some
fifty years later. “Jim Crow” legislation in the south encouraged states outside the south to pass
similar laws. Where segregation laws were not on the books, they existed in practice.

The Civil Rights Act of 1875 outlawed racial discrimination in theaters, railroads, and other
public places. However, the Supreme Court overturned this law in 1883. Further, the case of
Plessy v. Ferguson, in 1896, upheld a Louisiana segregation law and created the “separate but
equal” doctrine. This doctrine was particularly harmful to black people when applied to
education; although segregation was the norm in public school systems even in the
reconstruction south.

Black voting rights were severely restricted by such tactics as literacy tests, poll taxes,
and property qualification; where loopholes permitted poor whites to vote even under these
conditions. In 1898, the Supreme Court ruled that these measures were proper methods of
restricting the franchise to qualified voters. As a result of these efforts, only 5 percent of
southe1£;1 Blacks voted. In addition, blacks were barred from holding public office and serving on
juries.

White violence against blacks was common; as race riots occurred and thousands of
lynchings took place. Between 1882 and the turn of the century, the number of lynching usually
exceeded 100 each year.170

In 1905, W.E.B. DuBois and other black leaders met at Niagara Falls, New York, and formed
an organization called the Niagara Movement. The group published a statement demanding equal
opportunities for all black people. This movement led to the establishing of the National
Association for the Advancement of Colored People (NAACP), in New York, in 1909.

In 1913, President Wilson ordered black and White workers in the federal government to be
segregated from each other. This represented a major step backward for black people, in general.

In July of 1948, President Truman made a giant move on behalf of civil rights when he
issued an executive order barring segregation in the Armed Services. Six years later, in 1954,
another major step was taken when the NAACP won the landmark Supreme Court Case, Brown v.
Board of Education of Topeka, Kansas. A combination of five cases, the Brown decision

169 John Faragher, Mari Jo Buhle, Daniel Czitrom, and Susan Armitage, Out of Many: A History of the
American People Volume II (Upper Saddle River, N.J. Prentice Hall 2000) p. 596.
170 John Faragher, Mari Jo Buhle, Daniel Czitrom, and Susan Armitage, Out of Many: A History of the
American People Volume II (Upper Saddle River, N.J. Prentice Hall 2000) p. 596.




overturned the “separate but equal” doctrine with regard to education, established by Plessy v.
Ferguson, in 1896.

The modern civil rights movement, led by Dr. Martin Luther King, began when the arrest of
Rosa Parks, in December, 1955, sparked the Montgomery, Alabama, bus boycott. In late 1956, the
court ruled that segregation on buses was illegal. In September, 1961, the Interstate Commerce
Commission outlawed segregation in interstate buses and terminals.

The Civil Rights Act of 1964, signed by President Johnson, prohibited discrimination in
employment based upon race, color, religion, sex, and national origin. The Act also created the
Equal Employment Opportunity Commission.

In the late 1940’s about 10 percent of the eligible southern black people voted, most of
them in urban areas in the upper south."" In 1964, the situation had not changed significantly.

The Voting Rights Act of 1965 authorized the Attorney General to investigate charges of
discrimination at the polls and monitor elections and register qualified black voters in those
areas. The Act also authorized federal supervision of registration in states and counties where
fewer than half of the voting age residents were registered and outlawed literacy tests. Between
1964 and 1968, black registration increased from 7 percent to 59 percent, in Mississippi, and from
24 percent to 57 percent, in Alabama. In those years, the number of southern black voters
increased from one million to 3.1 million."

Latinos

Hispanics, people of Spanish and Latin American background, have been the fastest
growing group of people in the United States in recent years. The largest proportion of Hispanic
Americans are people of Mexican descent; the second are Puerto Ricans.

After World War Il, Latinos began serious efforts to improve their political, legal, and
economic status. During the war, Mexican Americans won more medals than any other ethnic
minority, and they were no longer willing to accept second-class citizenship. Latinos began to
organize and stressed the importance of the vote. Dr. Hector Garcia established the G.I. Forum, in
1948, which aimed at fighting discrimination against Mexican Americans. The League of United
Latin American Citizens (LULAC), founded in 1928; successfully pursued two legal cases
important to Latino advancement. In Mendez v. Westminister, a 1947 California case, and in the
1948 Delgado case in Texas, the Supreme Court upheld lower court rulings that declared the
segregation of Mexican Americans unconstitutional. LULAC won another important legal case in
the 1954 Hernandez decision, in which the Supreme Court ended the exclusion of Mexican
American from Texas jury lists.

Chicano nationalism of the 1960’s inspired a variety of organizations whose purpose was,
not only to gain equality with whites, but also, to attain cultural and political self- determination.
Corkey Gonzales’s Crusade for Justice, formed in 1965, campaigned for greater job opportunities
throughout the southwest. In late 1967, David Sanchez formed the Brown Berets to address such
issues as housing and unemployment. A new political party, La Paza Unida — “the united people”
— (LRUP), increased Mexican-American representation in local government and established social
and cultural programs. The student-led Mexican American Youth Organization (MAYO) worked
closely with LRUP to help Mexican Americans take political power in Crystal City, Texas. The two
organizations registered voters, ran candidates for office, and staged an extensive boycott of
Anglo-owned businesses.
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In 1968, President Johnson signed the Bilingual Education Act, which reversed state laws
that prohibited the teaching of classes in any language other than English. Meanwhile, students
organized Mexican-American studies programs on various campuses.

Latino activists soon realized that economic power remained outside the community.
Given the high incidence of poverty, ordinary Mexican Americans loss some confidence in the
political process, and a degree of apathy set in after early hope for significant, and rapid, change.

Asian Americans

The Chinese were the first group of Asians to arrive in the United States in
significant numbers, coming initially as a result of the discovery of gold in California and
in response to the need for workers to build the Central Pacific Railroad. Business
leaders in California and other western states favored Chinese immigration because it
provided a large supply of workers. Labor unions, however, opposed Chinese
immigration, claiming that it lowered the wages of existing workers.

Anti-Chinese feeling resulted in the passage, in 1882, of the Chinese Exclusion
Act, which suspended Chinese immigration, limited the rights of resident Chinese, and
forbade their naturalization. Further, in 1902, pressure from the American Federation of
Labor resulted in the total restriction of Chinese immigration.

In the late 1800's and early 1900's, Japanese immigrants began to arrive in
significant numbers. Native-born Americans began to protest the inflow of Japanese
workers and western states passed discriminatory laws against them."”

The egalitarian climate growing out of the civil rights movement resulted in the
passage of the Immigration and Nationality Act of 1965, which eliminated quotas based
upon national origin. In the twenty years following the 1965 Act, four times as many
Asians settled in the United States than in the entire previous history of this country. As
a result, the Asian Community underwent a profound change. In 1960, Japanese
represented 52 percent of the Asian population, Chinese represented 27 percent, and
Filipinos represented 20 percent. In 1985, however, Japanese represented 15 percent;
Chinese, 21 percent; Filipinos, 21 percent; Viethamese, 12 percent; Koreans, 11
percent; Asian Indians, 10 percent; Laotians, 4 percent; and Cambodians, 3 percent.

Inspired by the black power movement, college students of Asian ancestry began to unite in order
to combat racial oppression. In 1968, students on the West Coast founded the Asian American Political
Alliance (AAPA), one of the first Pan-Asian political organizations. Similar organizations spread rapidly to
the East Coast and Midwest. These students began to seek alternatives to the goal of assimilation into
mainstream American society; promoting instead a unique sense of Pan-Asian ethnic identity.

Older civil rights organizations, such as the Japanese American Citizens League
(JACL), were prompted to bring forward the issue of internment during World War Il. As
a result, in 1988, Congress voted reparations of $20,000 for each of the surviving
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victims.

Since the late 1960's, major universities have introduced courses in Asian
American studies. Currently, Asian Americans represent 4 percent of the U.S.
population; and the politics of identity continue.

Upper Income Groups

Upper income people, in the United States, benefited in the 1980’s when Congress passed
a huge tax decrease that lowered the tax rates for individuals and corporations. Up to that time,
the richest people paid about 70 percent of their income in taxes. Their tax rate fell to 50 percent
and then to 33 percent. This tax cut was financed largely by a decrease in social welfare
programs. The number of people receivin? food stamps declined from about 17 million to about 8
million during the first half of the 1980’s.'”* About 1 million people were dropped from welfare and
Medicaid.'”® Some job training programs were cancelled.

V. Fundamentals of Class Conflict

The Concept of class implies inequalities and further implies the existence of class
conflict. Classes do not exist in the absence of class conflict and, therefore, tension between
classes is a constant feature of any society. As Marx states, these groups stand “in constant
opposition to one another [carrying] on an uninterrupted, now hidden, now open fight...m.
Whether class conflict is overt or covert, it always results in some degree of social tension, social
instability, and social disorder.

Fundamental to the class nature of society are the concepts of class consciousness and
false consciousness, originally introduced by Marx."” When a group develops class
consciousness, it moves from being a class-in-itself, created by the structures of society, to being
a class-for-itself; where the members are aware of each other and have a shared sense of their
circumstances and what why can do collectively to enhance their shared position.178

As was mentioned in section one, the state determines who gets what portion of the
economic surplus; and gaining political access, or otherwise gaining control of the state
apparatus, is the method by which classes influence the state to intervene in their own behalf.
Thus, the government, the apparatus of the state, is used by various groups to enhance their
position relative to competing groups. Dahrendorf discusses the institutionalization and
regulation of class conflict and notes three methods by which political change can occur. The
first type involves a total (or near total) exchange of personnel in positions of domination. While
this method represents the rarest type of change, an example occurred during the French
revolution. In 1791, the National Assembly drew up a constitution calling for a constitutional
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Class consciousness refers to the objective awareness by a group of their situation and shared interest and
begins to challenge existing social arrangements which maintain their current position. False consciousness refers to
group acceptance of ideologies that justify their relatively low status and the acceptance of current social
arrangements, which maintain their current position as natural and proper.
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monarchy. In 1792, however, the National Convention abolished the monarchy and proclaimed
France a republic.

The second mode of change involves a partial exchange of personnel in dominant
positions. In this type of change, some representatives of subordinate groups penetrate the
ruling class and influence the policies adopted and decisions made. In the United States, this
type of change occurs when subordinate groups increase their representation in elected and
appointed offices. Between 1970 and 1993, the total number of Black elected officials at the
federal, state, and local levels, combined, increased by 440 percent, from 1,479 to 7,984.179 From
1984 to 2000, the total number of Latino elected officials increased by nearly 65 percent, from
3,009 to 4,921, at the local level; by 80 percent, from 110 to 198, at the state level; and more than
doubled, from 9 to 19, at the federal level."® From 1977 to 1999, the number of women serving as
mayors increased by more than 300 percent, from 47 to 192; in state legislatures by 140 percent,
from 688 to 1,652; in the U.S. House of Representatives by more than 200 percent, from 18 to 56.
In the 106" Congress, in 1999, 9 women served in the U.S. Senate."®"

The third type of change resulting from class conflict does not involve any exchange of
personnel, and change occurs in the direction intended without any members of the subordinate
group penetrating into dominant positions. This is accomplished when holders of dominant
positions initiate legislation and adopt policies favorable to the subordinate group. In a
representative democracy, this is accomplished by an extension of the suffrage. Legislators, in
order to pursue their self-interest and remain in positions of power, will pass legislation which
benefit the interests of certain groups at the expense of opposing groups. In the process of
political sociology, it seems that reality lies between the extremes of type Il and type lil.

Institutionalization and regulation of class conflict is indicative of certain types of social
machinery which provides a framework through which class struggles might be routinized and
carried out in a relatively orderly manner. Examples of social machinery include the National
Labor Relations Board, strengthened under the Wagner Act of 1935, and the Equal Employment
Opportunity Commission, created by the Civil Rights Act of 1964.

The institutionalization and regulation of class conflict clearl1¥ decreases the violence
associated with class struggles though not necessarily its intensity. 2 The intensity of class
conflict is related to the social psychology of intergroup relations, where people develop friendly
or hostile attitudes depending upon whether the functional relations between them is cooperative
or competitive.183 Competition for the same, scarce, resources results in prejudices and negative
stereotyping and the development of an ingroup-outgroup mentality that intensifies the friction.
The more people view others as competitors, the more they will compete, thereby intensifying and
amplifying the competition.
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Under authoritarian, non-democratic regimes, or even in democratic societies where class conflict is not
regulated, class conflict and the attempt to gain upward mobility may be perceived as a threat by the dominant class.
In pursuing their self-interest, the dominant class meets the accompanying social disorder with repression and,
possibly, violence, extending, at times, to wholesale murder. For example, racial violence reached a wartime peak
during the summer of 1943, when 274 conflicts occurred in about 50 cities. In Detroit, 25 blacks and nine whites
were killed with more than 700 injuries. Also in 1943, the zoot suit riots occurred in Los Angeles where American
Navy personnel initiated violence against Mexican-American youths. Further, during the civil rights movement of
the 1960’s, civil rights workers were killed, churches were bombed, and so forth.
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Superordinate goals, particularly with regard to the pluralist model, decreases intergroup
friction. However, when the challenge is met, intergroup friction resumes. An example of a
superordinate goal occurred during World War | when Samuel Gompers and most other labor
leaders agreed to cooperate with business and the federal government to keep up production.
For the good of the war effort, workers agreed not to strike during the War. Another example
occurred during World War Il when civil rights leader A. Phillip Randolph and President Roosevelt
made a deal. President Roosevelt issued Executive Order 8802 -prohibiting discrimination in War
industries — and Randolph cancelled a march on Washington, planned for July, 1941.

The concept of social dominance orientation, applicable to the elitist model, describes the
extent to which a person wants his or her group to dominate and be superior, both socially and
materially, to other groups, rather than thinking that all people should be treated equally. People
having strong social dominance orientation are particularly likely to hold negative stereotypes
and prejudices with regard to lower status groups because such stereotypes and prejudices help
justify the existing social hierarchy. In the elitist model, from the point of view of psychology, the
dominant group would rather suffer a loss than relinquish its relative position.

IV. New Theories of Class Conflict

Social stratification, based on certain factors, exists in all societies, and class feeling,
class tensions, and thus, class friction exist, irrespective of the absolute level of the class
structure. For example, if two, given, societies have identical social, political, and cultural
features, and identical relative income distributions; but differ only with respect to the absolute
income level of the total class structure, the intensity and the degree of class friction would be the
same in both societies.'® Support for their theory can be found in the history of the United
States, which for the better part of its existence, has enjoyed a high national and per capita
income relative to any country in the world. Yet, as has been shown, its history has revealed
numerous sequences of farmers’ movements, workers’ movements, teachers’ movements, civil
rights movements, women’s movements, middle class tax movements, and so forth. These types
of activities were all undertaken to enhance the status and position of particular groups relatlve to
others. In modern democracies, these groups are sometlmes referred to as special interests'®,
and the pendulum continues to swing, in a relative sense.’

When a given society is in the process of moving to a higher level of prosperity, each
contending party perceives that it is gaining and, thus, class feeling, class tension, and class
friction decreases. At the new, higher, level of prosperity, each party assesses its new relative
position, and class conflict continues accordlngly The party that loses relative position attacks
and the party that gains relative position defends.'™ In the process of moving to a lower level of
prosperity, each contending party perceives that it is losing and, thus, class feeling, class tension
and, class friction increases.'®® At the new, lower, level of prosperity, the party that loses relative
position attacks, the party that gains relative position defends, and class conflict continues
accordingly. If all other conditions are identical at the new, higher or lower, levels of prosperity,
the degree of class tension and class friction is the same at both levels.

184 This theory was initially stated as a hypothesis in a previous paper created by this author. See: Barrington

K. Brown, “The Philosophical Nature of the Social Sciences and the Development of Human Technology”.
Prepared for presentation at the Fourth Annual Convention of the Congress of Political Economists, International,
Paris, France, January 8-13, 1993. P. 14-15.
183 It’s always amusing to hear politicians in modern democracies accusing each other of catering to special
interests. The state is always class biased and state policy is never class neutral.

186 The pendulum swings because the winning party (or coalition of classes) becomes complacent and the
losmg party is spurred into action. Such is the nature of political sociology — political psychology.

187 This point is more applicable to the pluralist model. In the elitist model, the subordinate class attacks and
the dominant class defends.

188 If both parties perceive that they are losing, both will be on the attack.



The following analysis holds, in concurring with Dahrendorf’s inference, that there is no
significant leveling of the class structure and that there is a minimum of inequality that will not be
lowered by egalitarian trends. Further, the analysis holds that class conflict is prosperity neutral;
maintaining consistency with the previous two analyses of this section. It can be assumed that
social rewards among the members of a given society is a normal distribution with, mean, y, and
standard deviation, o. It is further assumed that the distribution is symmetrical such that the
mean, median, and mode are identical. The quantification, social rewards, is some combination of
wealth, power, and prestige; where the three dimensions are coincident, such that the system of
stratification is fully developed, in the Weberian sense.

Fig. 1 Table I'®

Standard Deviations Percent

Class from mean of Population

I >+1.2 11.5

I II + 4and+1.2 23.0

v I I > 1 -3and +4 273

1A% -9 and -3 19.3

9 3 p 4 12 v 9« 18.4

The graph and the table illustrates a society with five distinct classes, noted I, II, lll, IV, and

V. Members of Class I, the most privileged class, hold social rewards that range upward from 1.2
standard deviations above the mean and represent 11.5 percent of the population.

Members of Class V, the least privileged class, holds social rewards which range downward from
.9 standard deviations below the mean and represent 18.4 percent of the population. Members of
the middle most class, Class lll, hold social rewards that range between .3 standard deviations
below the mean to .4 standard deviations above the mean, and represent 27.3 percent of the
population.

From the illustrations, Classes Il or lll (or both)_could form a coalition with Class IV in
order to enhance its position. As a result, Class IV could enhance its position; possibly by
achieving an extended suffrage or through an increase in transfer payments. An example of this
type of coalition occurred when British workers joined middle class reformers in agitating for the
Reform Act of 1832, which extended the suffrage to nearly all middle class men. This eventually
led to the repeal of the Corn Laws, in 1846, which made it easier to import grain and lowered the
cost of living for the working poor. Further, this led to the Reform Acts of 1867 and 1884, which
extended suffrage to all adult males and attended the legalization of labor union activity.

Another example is the successful middle class tax revolt in California in 1978, which
approved Proposition 13, cutting property taxes and government revenue for social programs and
education. In the above illustration, this can be represented by a coalition of Classes Ill and IV
strengthening their position relative to Class V.

In the context of the above model, position shifting and displacement can also occur. As a
result of the civil rights movement, black family income rose from 53 percent of white family
income in 1954 to 60 percent in 1969, peaked at 62 percent in 1975, then fell back to 57 percent in
1977. These changes represent position shifting of blacks relative to whites. When the income of
one group increases relative to that of another, position shifting occurs and the resulting
displacement represents a decline in life chances for the displaced group. In the latter 1970’s,

189 Data for such an analysis can be obtained from a normal distribution table.



particularly in economically hard-pressed urban areas, white voters began to resent the gains
made by Blacks and Latinos and formed a powerful backlash movement."® The backlash
coalition of such groups as Poles in Chicago, Irish in Boston, Italians and Jews in Brooklyn, New
York, and so forth, was undertaken to consolidate political influence.

Nearly all of the movements discussed in this paper have ultimately resulted in an
extension of the suffrage. The increase in voting rights allow groups to compete successfully
within the hierarchical structure; i.e., along the bell shaped curve.

The final part of this section deals with people’s need for consistency in action (behavior)
and attitude (belief). In the process of conflict, group members may act in ways that aid members
of their group and harm members of another group. This behavior, if not accompanied by
changes in attitudes and belief, with regard to members of others groups, result in cognitive
dissonance; where people feel uncomfortable due to contradictions. Consistency requires
dissonance reduction, where attitudes and beliefs conform to behavior. Thus, when groups
compete for the same, scarce, resources, prejudices, negative stereotyping, and mistrust develop.

V. _Smith Versus Marx

The present section will show that Adam Smith’s key insight, while leading to an optimum
when viewed from an economic perspective, leads away from the social optimum when viewed
from an interdisciplinary perspective. This section will further show that Karl Marx’s dictum, while
leading away from the optimum when viewed from an economic perspective, leads toward the
social optimum when viewed from an interdisciplinary perspective.

Fundamental to the present analysis is the primary law of human nature; self interest. It
should be noted that laws of human nature are no less fixed than laws of physical nature.

Adam Smith’s key insight states that when two parties engage in voluntary, free,
exchange, both parties gain otherwise, because of the law of self-interest, the exchange would not
have taken place. As a result of the exchange, the whole is greater than the sum of its parts, and
society benefits accordingly. This insight forms the basis of a capitalist, free market, society.

Karl Marx’s dictum, “from each according to his ability to each according his need”, forms
the basis of a socialist society. However, the law of self interest requires that the more abled
decrease their productive efforts since they are not reaping the benefits of such efforts. The less
abled are required by the law of self interest to increase their needs since these needs are being
met by someone other than themselves. Thus, under pure socialism, productive efforts decrease
while, at the same time, need is increasing, resulting in the bankruptcy of the economy.

Thus, when viewed from an economic perspective, Adam Smith’s key insight leads
towards the social optimum and Karl Marx’s dictum leads away from the social optimum.
However, the situation reverses when viewed from an interdisciplinary perspective.

Under Adam Smith’s key insight, a dominant qroup will have power relative to a
subordinate group, and unequal exchange takes place. " The result of unequal exchange
between classes is exploitation and, thus, inequality. While society benefits from voluntary, free,
exchange, exploitation and inequalities lead to social instability and social disorder.

The classic example of unequal exchange between classes is, of course, the relationship
between business and labor. Another example is the relationship between farmers and the

190 John Faragher, Mari Jo Buhle, Daniel Czitrom, and Susan Armitage, Out of Many: A History of the

American People Volume II (Upper Saddle River, N.J. Prentice Hall 2000) p. 931.
o1 Randall Collins notes that in situations of inequality, groups that control resources are likely to exploit
groups that lack resources. See: George Ritzer, Sociology Theory (New York: McGraw-Hill 1993 3" ed.) p. 609.




railroads during the latter part of the nineteenth century. Other examples of unequal exchange
between classes include the relationship between men and women, blacks and whites and,
generally, rich and poor. Women and members of minority groups tend to receive less gay for the
same work even after controlling for job type, educational background, and the like."” The fact
that, in the United States, the income of women is 60 percent that of men, that family income of
blacks is 54 percent that of whites, and that family income of Hispanics is 61 percent that of
whites is indicative of unequal exchange, exploitation, and obviously, inequality.

As has been discussed in this paper, subordinate classes have attempted to use the
coercive powers of the state to alter exchange relationships. Dominant classes have attempted to
use the coercive powers of the state to strengthen their position relative to subordinate classes.
This paper has discussed various pieces of labor, civil rights, and other types of legislation.
Further, specific laws such as minimum wages and rent controls directly affect exchange
relationships.

Application of Marx’s dictum has been employed to decrease tension and friction between
upper and lower income groups and enhance social stability and social order. In the United
States, labor unions, as well as farm organizations, began advocating the redistribution of income
through progressive income taxation as early as the 1870’s. In 1892, the platform of the Populist
Party called for a progressive federal income tax. Congress initially passed a federal income tax
in 1894 but, the following year, the Supreme Court declared it unconstitutional. The Sixteenth
Amendment, ratified in 1913, provided the legal basis for a progressive income tax by the federal
government.

In the United States, the ratio of the top 20 percent of income earners to the bottom 20
percent of income earners decreased from 31.2 to one before taxes and transfers to 7.48 to one
after taxes and transfers.'”® This figure does not include income from stocks, bonds, and
property.194 To accomplish this, the share of income of the top 20 percent decreased from 53.1
percent of all earned income to 47.1 percent, representing a decline of only 11.3 percent in relative
well being. This redistribution was accomplished without too great a loss to the top 20 percent.
The percent of total income earned by the bottom 20 percent increased from 1.7 percent to 6.3
percent, an increase of 271 percent in relative wellbeing. This increase occurred primarily
because the bottom 20 percent of income earners received about 40 percent of transfer payments.

Some of the programs mentioned in this section tend to be inefficient when viewed solely
from an economic perspective. Minimum wages, under a net of competitive conditions, result in a
decrease in employment. Rent controls, under a net of competitive conditions, result in a
decrease in rental units. Progressive income taxes result in disincentives with regard to
productive efforts and, generally, distort the work-leisure trade-off. These, and other policies,
including other egalitarian measures, import restrictions favoring certain industries, investment
incentives favoring certain industries, and so forth, result in inefficiencies in the aggregate
production function. The class nature of society, manifest through universal suffrage, however,
requires that these policies be implemented so as to allow some groups to gain relative to others.
Their implementation results in less class tension and less class friction and, ultimately, a stable
and orderly social environment. A stable and orderly social environment is essential in providing
a climate favorable to savings and investment, and, hence, economic growth.

VI. An Application of the Model: Educational Vouchers

192 Douglas T. Kendrick, Steven L. Neuberg, and Robert B. Cialdini, Social Psychology: Unraveling the
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193 Melvin M. Tumin, Social Stratification: The Forms and Functions of Inequality (Englewood Cliffs, N.J.
Prentice-Hall 1985) p. 55.

194 Melvin M. Tumin, Social Stratification: The Forms and Functions of Inequality (Englewood Cliffs, N.J.
Prentice-Hall 1985) p. 55.




Educational vouchers is an arrangement whereby parents receive vouchers
corresponding to all or part of the amount that the state or local community committed to spend
in providing public education for their children. Under this arrangement, parents, rather than the
government, choose the schools their children attend. If they are not satisfied, parents can move
their child from one school to another, thus, introducing competition into the schooling process.
This arrangement, if applied universally, would result in the development of a private, for profit,
schooling industry. Theoretically, schools would compete with each other for students; offering
the highest quality education at the least possible cost. Public schools, if any were left, would be
competitive. While the foregoing analysis views the situation from an economic perspective, the
following analysis examines the situation from an interdisciplinary perspective.

For most of the history of mankind, education was a private affair and, for the most part,
only upper income classes received an education. Prior to the nineteenth century, most children
of working class families did not attend school at all and would, more likely, be apprenticed to a
craftsman, do agricultural work, or work as a servant. Many people did not learn to read, write, or
do arithmetic, and the idea that all children should receive even an elementary education is a fairly
recent one.

With the extension of the franchise to lower income groups, people began to view public
education as a step in the advancement of the working class. The realization was that, without
schooling, children of working class families would be denied social and economic opportunities.

In the latter part of the nineteenth century, mass public education began to expand, with
the United States and countries in Western Europe instituting mandatory, free, public schools for
all children. With access to public schooling in at least the leading nations, all children, rich and
poor, had an opportunity to learn skills with which to strive for upward mobility.

Thus, given the class nature of society, lower income classes, having fought so hard, over
the years, to obtain public schooling for their children, fear that the opportunities for upward
mobility would be severely limited by the privatization of education.”® An analogous argument
can be made with regard to the historically black colleges and universities.

In the nearly fifty years since the idea of educational vouchers was first proposed, no

significant progress has been made in the implementation of this system. Only trial and token
programs have been instituted.
Milton Friedman'® has attributed the failure to adopt educational vouchers to the vested
interests of the politically powerful public education establishment reinforced by the growing
power of the teachers’ unions. Even if this were even partially true, the school bureaucracy and
the unions could not have been successful in opposing the program without the votes of lower
income classes; the 60 percent of American families that earn 31 percent of total national income
and tend to send their children to public schools. It follows, then, that the primary beneficiaries of
a system of educational vouchers are upper income classes; the 40 percent of American families
that earn 69 percent of the nation’s total income, who tend to send their children to private
schools, and pay twice for their children’s education.
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COMPETITION, COOPERATION AND HUMAN NATURE

ANTONIO JORGE, ELISA SHAFRAN AND RAUL MONCARZ
Florida International University

Cooperation, in the present context, necessitates goodwill, but does not require love in
the sense of radical sacrifice. It is true that sustained and effective cooperation cannot be
based solely on “enlightened egoism” and a detailed profit-and-loss calculation. In the end the
two cannot be coextensive. If the two were to run parallel courses ad infinitum they would be, to
all practical effects, indistinguishable. This is contrary to what we have called the “Divergence
Principle.”"” Sustained and long-run, conscious cooperation, however, does not require, under
our possible assumption of goodwill as a motivating power, a belief in the overall harmony of
individual and group interests. This belief, in turn, is central to economic sociology and in its
main outline has traditionally been upheld by economic theory.'” This, of course, does not
preclude the harmonizing role played by the principle of the artificial identification of interests,
originally held by Hume and Bentham, nor the importance of the sympathetic fusion of interests,
closely related to social structural issues basic to sociological theory. It should also be remarked
that accounting for the existence of economic harmony does not require more than a mild

degree of unconscious teleology.'”An examination of the preceding clearly indicates the

"7 The “divergence principle”-for which many applications with varying degrees of gravity could be found,
ranging from divination of the strategy of Russia in entering into accommodations with the West to the same type of
behavior on the part of a cunning wife-man be stated somewhat as follows: Identical courses of action or behavior
modes inspired by differed motivations must eventually diverge if their respective goals are to be actualized. If their
goal divergence is non-operational, one might say that from a behavioristic standpo8int there are no disparities to
take account of.

It can be said that John M. Clark believes in the “divergence principle.” In his Economic Institutions and Human
Welfare (New York: Alfred A. Knopf, 1961), pp. 207-8, he writes: “...and if his [the businessman’s] enlightened
self-interest is mere farsighted shrewdness, one can be sure that at some point or other the shrewdness will not be
farsighted enough and trouble will result.” In order to believe that this will not be the case, one would have to
assume that interpersonal conflicts arise out of the absence of proper insight into one’s true long-run interest. This
would amount to a purely formal and definitional solution to the problem. One this point see Gunnar Myrdal, The
Political Element in the Development of Economic Theory (Cambridge, Mass: Harvard University Press, 1961),
Appendix and p. 240.

*ASElie Halevy remarks, “For political economy, ever since Adam Smith, has rested entirely on the thesis
of the natural identity of interests” (The Growth of Philosophic Radicalism [Boston: The Beacon Press, 1955], p.
16).

3 We could define the teleology by paraphrasing Dorothy Emmet, “Function and Purpose” in Nicholas
Demerath and Richard Peterson, eds., System, Change and Conflict (New York: The Free Press, 1968), pp. 421-24:
the unintentional contribution of an agent through his social function to the maintenance of the complex of activities
we call society. ON this point see also Joseph Schumpeter, History of Economic Analysis (New York: Oxford



convenience of establishing a distinction between conscious cooperation and unconscious or
unintended cooperation, that is, mere will. The second is an unintended result of individual
action and social processes. In the long run, through, if conscious cooperation is to endure
without love or personal sacrifice as a motivating power, it must be apparent that “it pays.” If
there is a conviction on the part of the individual that there is basic conflict or disharmony
between him and the group, active or conscious cooperation of the type envisioned for
continued development becomes impossible.”” Now, at a more remote level, one can believe
that cooperation is desirable either (1) because society should be organized and function in a
given manner (ideological element of subjective ordering) or (2) because society requires it as a
necessary condition of being (Weltanschauung itself as an element of objective ordering). Of
course, the two can go very well together without any sharp distinction in the mind of a person.
For example, society needs cooperation if it's going to survive, therefore it should be organized
accordingly. Need and preference, however, may not go together. Although this should not be
the case, society can keep on functioning in a conflictive fashion, according to the preferences
of the subject.

From the preceding it is clear that one’s attitude toward cooperation may be one of pure
ideology, or entirely of Weltanschauung in its origin, or a mixture of both.**" In turn, it may
originate exclusively at this (these) level(s) or at a deeper philosophical one. A philosophical
conviction about man, society, or the universe may lead to a given Weltanschauung and a
practical attitude (at the praxeological level) toward cooperation. Yet there need not be a
unifunctional relationship here. A conviction about man’s weaknesses and imperfections does
not necessarily deter those who hold it from striving mightily toward perfection, as they see it, in
man and society.

A belief in the “nominal” or “fictional” theory of society does not detract from the
crusading spirit of old and modern-day liberals. A belief in the perdurability of the scarcity

principle does not detract from the capacity of some to dream about unbounded improvement.

University Press, 1954), p. 58 n., and especially Friedrich A. Hayek, Studies in Philosophy, Politics and Economics
(New York: Simon and Schuster, 1969), chap. 6. For a thorough examination of the related area of the concept of
natural law and the existence of a natural social order or set of institutions see Overton H. Taylor, “Economics and
the Idea of ‘Jus Naturale’”, Economics and Liberalism (Cambridge, Mass.: Harvard University Press, 1955), pp. 70-
99.

2% Economics has, since its modern inception, solved this problem through the theorem of the Maximum Doctrine
of Perfect Competition. See Schumpeter, History of Economic Analysis, pp. 233-34. This doctrine is founded on the
practicing of the competitive rational by participants, which eventuates, under the assumptions of the model, in a
process of unconscious cooperation.

' By a Weltanschauung is meant an apprehension of the world “as is,” rather than an ideological preference for
what “should be.”



Basic inclinations to regard man as aggressive or acquisitive do not impede the blueprints of
utopia in their flow.

Cooperation may also be born from ultimate ethical positions or directly from
philosophical explanations of man, society, and the universe or, less articulately, from more
immediate Weltanschauungen or ideologies or, simply, at the end of the scale, from a
temperamental preference. Although there are casual connections, even if frequently implicit
and unconscious, from Philosophy (1) to Weltanschauung (2), from both to Ideology (3), and
from all to Praxeology (4) and, furthermore, reverse causal chains marking for a closed system
of interaction it is nonetheless true that for the purpose of immediate scientific analysis and
policy manipulation (in contrast to general theories), we do well to concentrate on the proximate
sources of action. That is, if we take an intermediate theoretical level (neither the general theory
with its total, interrelated inclusiveness, nor a pragmatic and supposedly non-theoretical view)
and a partial-analysis approach, we will be concentrating on the understanding and handling of
individual situations existing at a moment in time, whose ultimate genesis and manifold
ramifications are not, by far, so important as their immediate texture and cause.

Competition is the logical antithesis of cooperation, although the two may perfectly well
coexist at different levels of action. Competition is a protean word that may be greatly confusing
because of its utilization in a wide spectrum of different situations. In this context, the intent is
solely to contrast the concept, in some respects, to that of cooperation. It would seem that a
basic distinction could be drawn between being in competition with someone or for something
on the one hand, and competition for economic and non-economic goals on the other. Analysis
of non-economic competition must be altogether eschewed; of course, because the motivational
assumptions it entails on the part of the economic agent in non-coercive situations are the
opposite of those here utilized. Although competing for something always implies competing
with someone-if there were prizes for everyone, it would not really, by definition, be any longer a
competitive situation, except in the limit case of static, long-run equilibrium under pure
competition-a distinction could still be made at the subjective level, which is, in this case, all-
important. When the negative character of the competitive game is stressed, attention is
directed to the interpersonal conflict created by competition. If such an attitude on the part of
individuals becomes deeply ingrained and pervasive, coloring their Weltanschauung and/or idea
of society, or-if one prefers to start at the opposite extreme-if their Weltanschauung and/or
ideology were to condition their practical reason or praxeology in such a manner, it would serve
to influence the tone of that society, even with marked independence of the nature of the

economic institutions that characterize it at a moment in time. The inclinations and behavior of



the members of society will help to shape the community in a distinctive form, even if a wide
chasm such as that existing between market and non-market organizational forms were to
separate two societies or, at the other pole, these psychological factors may establish
distinctions between societies possessing similar economic institutions.

If, on the other hand, attention is directed at the goal to be reached competitively (e.g. in
dynamic situations characterized by market expansion or by innovation), the element of
personal antagonism is mollified. Now, it is important to realize that in the same manner in
which competition with facilitates the appearance of a similar spirit in otherwise widely divergent
societies, it is equally true that competition for has wide applications in the very same types of
antipodal societies.

The above leads to the conclusion that the nature or, if preferred, the spirit (ethos) and
goals of competition, may make a great difference in the quality and tone imparted to any
society, regardless of the other organizational and institutional characteristics that define it.

The implications of the basic insight are many, and they find application in diverse areas.
In relation to organizational theory, let us point out, it can be remarked that models are not
completely determined in all aspects of their behavior by structural or mechanical conditions.*”
Lack of regard for this fact gives rise by a process of logical inversion to many crude versions of
economic and technological determinism. The convergence hypothesis is on in vogue at the
present time.”” This is not to deny the high correlation and strong association that exists over
the long run, for free and undisturbed processes of interaction between human conduct and
social institutions and organizations. But, by the same token, all kinds of short-run, culturally
inconsistent developments, arising from natural or unique historical forces, often inject
themselves into the workings of these processes. The subsequent dynamic between the social
culture and institutions, between the individual and the environment, acquires infinite complexity
and differentiates and redifferentiates itself indefinitely.***

It could be reasonably advanced that more of competition for is becoming increasingly

necessary in contemporary market or mixed societies. As the mere size and great complexity of

292 See Peter Blau and W. Richard Scott, Formal Organizations (San Francisco: Chandler Publishing Co., 1962), pp.
5-6, “In every formal organization there arises informal organization.” On divergences between organizational and
societal values or between societal values and those of administrators, see chap. 1, the introduction by Charles Press
and Alan Arian, eds., Empathy and Ideology: Aspects of Administrative Innovation (Chicago: Rand McNally, 1966).
2 For an excellent treatment of the sociological and economic shortcomings of this position see respectively:
Raymond Aron, The Industrial Society (New York: Simon and Schuster, 1968), chap. 3, and James Millar, “On the
Merits of the Convergence Hypothesis,” Journal of Economic Issues 2, no. 1 (March 1968): 60-68.

2% For an interesting article in economics where many related ideas are touched upon, see Peter J. Wiles, “The
Political and Social Prerequisites for a Soviet-Type Economy,” Economia 34 (1967): 1-19.



modern society increases, an orientation that focuses motivationally on personal distinction and
achievement based on the attainment of social goals will be highly welcome.*”

Competition for has the great advantage in both developed and underdeveloped modern
societies of underlining the existence and acceptance of social goals even if these are to be
attained in competition with others. No doubt this facilitates the blend of competition and
cooperation. It is easier to enter into what may be termed convergent relations once it is
established that this will serve a worthwhile social purpose.

The preceding may lead us to believe that the more we have of competition for, the
better it will be for society. In our view, nothing could be farther from the truth. Competition with
is also a highly essential ingredient of every economically progressive society. Again, one might
suppose that even if this were to be so, the only reason for it would reside in the propensities
and inclinations to be found, more or less strongly in the average individual, toward gain to be
realized in competition, presumably at the expense of others (although in the equilibrium of the
purely competitive model the expected result by each individual competitor-gain at the expense
of others-never materializes), or because of the assertive and aggressive behavior exhibited by
many individuals in their societal relations. In other words, one might be tempted to believe that,
assuming the existence of an oppositely motivated society, competition with would not be
needed for continued economic progress. The reality is that —even in the extreme theoretical
case of an altruistic-disinterested utopia, where people would be actively predisposed out only
toward cooperation, but even toward love and sacrifice-the fundamental problem raised by
Friedrich Hayke for non-individualistically organized economies, that of the impossibility of
concentrating on centralizing bodies the amount and kinds of knowledge necessary to make the
right economic decision at every instant for every possible situation, would remain with us.**
Notice that this is inevitable insofar as the absence of competition with one another, they must
then discharge the function in question in a purely cooperative fashion. It follows that a very high
degree of consolidated and consensual behavior control and planning will eventuate from such

a situation.

%93 The clash between the classical and the managerial ideology at the corporate level and the emphasis on incomes
policy at the macroeconomic level are signs of the changes and needs of the socioeconomic system. R. Joseph
Monsen, Modern American Capitalism (Boston: Houghton Mifflin Co., 1963), especially chap. 2, contains a good
bibliography on this matter. On the mentioned ideologies, two articles that serve to illustrate the defense of each are:
Jack Hirshleifer, “Capitalist Ethics — Tough or Soft?”, The Journal of Law and Economics, October 1959, pp. 114-
19, and Gardiner Means, “The Problems and Prospects of Collective Capitalism,” Journal of Economic Issues,
March 1969, pp. 18-31.

2% See “The Present State of the Debate,” published in Collectivist Economic Planning (London: Routledge and
Kegan, 1935) under his editorship. In this context, it is very interesting to consider, by way of confirmation, which
would be the requirements of “perfect computation” in a command economy as described by L. Smolinsky, “What
Next in Soviet Planning?”, Journal of Foreign Affairs, July 1964, p. 607.



This holds true, of course, even assuming that the trusts or combines that would result
from the agglomeration of firms in each industry would enjoy perfect freedom. Of course, if they
are not going to engage in competition from economic resources against, or grow lax in the
absence of internal prodding for efficiency, or if buyers (consumers and producers) will not try to
maximize, there is no sense in which we can speak of a competitive (efficient) price system. On
the other hand, dealing with questions of economic efficiency would be much diminished in such
a society. Seeking efficiency would tend to take place in a physical-technological sense rather
than in what would tend to be the alien context of purely economic considerations.

Naturally, the further that we relax the assumed condition of an altruistic-disinterested
utopia, the more difficulties we will experience in trying to sustain economic progress without
competition with. Ultimately, and at the polar opposite of our utopia, lies the nightmare of a fully
collectivized and perfectly centralized economy. This is, without this type of competition, and
under the possible range of actual conditions in the real world, we will end up with the worst
characteristics of collectivization and centralized decision-making. Competition with is
necessary to make for economic efficiency and to facilitate growth in resource productivity.”” All
of this is, of course, within the traditional province of economics. But the role of competition with
as a fundamental building block in the field of political institutions merits equal consideration.
The relationship of this concept to the institution of private property and to the question of the
state powers and their degree of concentration or diffusion is a locus classicus. The modern
group of writers who call themselves libertarians have elaborated on this matter at great
length.**®

The foregoing raises a fundamental question concerning the relation of the psychic
forces and goals identified with the maximizing syndrome to the basic traits of the human
condition. Again, as in the case of an individual’s motivations, the economist qua economist,
has to avoid direct involvement with the field of philosophical anthropology or psychology.
Nonetheless, one must squarely confront, on a purely empirical and phenomenological bias, the
question of the manifestation of these traits in observed human behavior. Without going into the
study of ultimate causes (reductionistic approach), or without trying to pry into the actual
mechanisms that would explain human behavior by resolving it into some kind of a model

(mechanistic approach), we constantly assert our capacity to understand human beings and

7 Competition for without competition with would not be sufficient to avert inefficiency, the reason being that the
absence of the latter forces society into a narrow range of possible organizational molds of the collective genus.

2% Friedrich Hayek, Ludwig Von Mises, James Buchanan and Milton Friedman are among the most conspicuous
representatives of this position. There are, of course, degrees and nuances. In this connection, it is interesting to note
that John M. Clark restricts the often-repeated belief that political freedom is unqualifiedly dependent on private
business.



human action in the study of the humanities and of history. Much more important, we use that
knowledge in everyday social intercourse and living, and also in all spheres and levels of
thought and action. Furthermore, we engage in all kinds of predictions we regard to the
malleability, possible transformations, and derivations of human nature every time we plan or
provoke change in the cultural, social, political, or economic fields.*”

At the intermediate (Weltanschauung-ldeology) level at which political economy moves,
we need not claim more specific or scientific knowledge of human nature than that resulting
from perceiving or grasping the meaning of human actions as behaviorally observed and as
interpreted within the framework of some intermediate-level, theoretical notions about man qua
individual and qua social being. No social science that would not be completely sterile and that
aspires to more than formal validity can, in principle, deny this. The economist can avoid many
such complexities, as is generally admitted, to the extent that he deals with concrete and
specific, so-called economic problems within a set of given institutions and assumed modes of
behavior. Nonetheless, even in the realm of economic policy in advanced and underdeveloped
countries, seldom can the economist venture out on his own with any assurance of attaining
desired results.”"” This, of course, is not new. In economics there has always been present,
although in various contexts, the preoccupation about scientific legitimacy and true extent of the
claims put forth by economics.

It should be noticed in passing that the maximizing syndrome does not presuppose or in
any manner imply psychological or ethical hedonism. As a matter of fact, it just assumes
general rationality of conduct with a view to the attainment of given goals. Economics, in that
sense, would constitute, as has often been stated, a particular application to social reality of the
wider category of actions termed rational or intelligent, in the pragmatic sense of the term. It is
also increasingly recognized that maximization is not a type of conduct exclusively confined to
modern man. Instrumental rationality of action at a given level of technology-be it in the
economic field as such or, as may be the case in many non-literate cultures, the will to

maximize in a wider social context-seems to be a universal in human culture.*"!

299 There is, for example, an optimistic and progressionist view in the late classical and neoclassical school of
economists with respect to the melioration of egoistic economic motivations in society. It can be detected in the
trilogy of Alfred Marshall, John Stuart Mill, and John M. Keynes’s works.

*1% See on this point the debate centering on Adolph Lowe’s views on the relevance of contemporary economic
theory in Robert Heilbroner, Economic Means and Social Ends (Englewood Cliffs, N.J.: Prentice-Hall, 1969).

*'" On this point see Melville Herskovits, Economic Anthropology (New York: W.W. Norton & Co., 1952), Part 1;
Stanley Udy, Organization of Work (New Haven, Conn.: Hraf Press, 1959), especially pp. 32 and 117; and Theodore
Schultz, Transforming Traditional Agriculture (New Haven, Conn.: Yale University Press, 1964), chaps. 1,2, and 3.



We might say that, ultimately, man is a purposeful animal. Man uses his undifferentiated

psychic energy (the libido of Carl Jung) to attain goals. That is all that needs to be postulated for

this paper’s level of discussion to be meaningful *"?

212 Ernest Becker sees the need to explain “man as an energy-converting and purposive organism (that)-seeks maximization of
his own being, of his own sense of self,” in a survey article, “The Evaded Question: Science and Human Nature,” Commonweal

89, no. 20 (19): 641. See also Parsons and Shils, Toward a General Theory, pp. 14, 18-19.




Marketing Theory And Models: Constructing A Theory-based Dissertation

By Ron Morritt, University of Phoenix
Joseph Balloun, Nova Southeastern University

Abstract

This paper was inspired by an invitation to give a presentation to a doctoral class in
marketing theory at Nova Southeastern University. I was asked to use my own dissertation at
NSU (Morritt, 2000) as an example. The problem involves some confusion in the marketing
literature between the concept of scientific theory and marketing model. Doctoral students are
required to construct theory-based dissertations. However the formal concept of theory (as a
logico-deductive system) is taken from the more mature sciences. What are actually accepted as
theory in the marketing literature are usually models, which reflect hypothesized causal
relationships between variables of the subject phenomena. Thus doctoral business students are
often confused about what it means to have a theory-based dissertation. This paper is an attempt
to differentiate the formal concept of scientific theory from the practical application of causal
models found in contemporary marketing literature. Three types of models found in the
marketing literature are differentiated. Strategies for finding a theory-based research question are
then discussed along with the critical relationship between the research question and the research
hypotheses. Finally we address the question: Why be concerned about having a theory-based
dissertation?

Preliminary definitions

What is a theory?

There are many versions of the concept of a theory. A formal definition is provided by Hunt:

A set of scientific hypotheses is a scientific theory if and only if it refers to a given
factual subject matter and every member of the set is either an initial assumption (axiom,
subsidiary assumption, or datum) or a logical consequence of one or more initial
assumptions....A theory is a systematically related set of statements, including some law
like generalizations that is empirically testable. The purpose of theory is to increase
scientific understanding through a systemized structure capable of both explaining and
predicting phenomena (Hunt, 1991, 148-149).

However, marketing being a young science, there are few candidates that would fit this formal
definition of theory in marketing. In practice the term “theory” is often used to designate well-
corroborated hypotheses, models, and explanations in marketing.

For example, the underlying theory of my dissertation is called “disconfirmation theory.”
But the term “theory” here actually refers to an attempt to integrate different models of the

constructs of customer satisfaction, perceived price, perceived quality, and perceived value
(Morritt, 2000).



What is a model?

There are many different uses of the term “model” including those in mathematics and
science. Models usually are graphic or mathematical representations of hypothesized relations
between variables describing real world phenomena. They are often used to construct
hypothesized explanations of subject phenomena, which are parsimonious, and empirically
confirmable. Models are used to map the “structure” of the targeted phenomenon. Brodbeck in a
classic article on the subject cites the requirement of isomorphism for models:

The technical term for similarity between a thing and a model of it is isomorphism.
Isomorphism requires two conditions. First there must be a one-to-one correspondence
between the elements of the model and the elements of the thing of which it is a model.
...Second, certain relations are preserved (Brodbeck, 1968, 580.)

Thus, for example, a two dimensional scale model of a house would have the same elements of
the house (e.g. the same collection of rooms, decks, patios, roofs, windows, fireplaces and doors.
And the relationship of these items to each other would be preserved in the model. Thus, the
rooms in the model would have the same relative location in the model that they do in the house.
In this sense, this model can be viewed as a “map” of the thing that it models.

Researchers in marketing often use graphic models to map or “mirror” hypothesized
descriptive or causal relationships between marketing variables.

Similarities between theories and models

e They are both tools of scientific explanation and prediction.

e Scientific theories and models both have the requirement of operational definitions of
variables required for empirical verification.

e They are both always subject to future correction and revision in the light of new
information.

e Models map the elements and relationships of the theory they represent (isomorphism).

e They are both evaluated by standards of simplicity, elegance, and consistency.



Differences

Marketing models, unlike formal theories, are usually not part of a systematic set of
statements, including law-like generalizations, of a given subject matter. Marketing models are
often graphic but empirically confirmable representations of speculative causal hypotheses
between marketing variables. (Models without operationalized variables would qualify less as
scientific theory building and more as conceptual analysis). However a scientific goal is
eventually to transform models into formal theories. Thus, causal models may be viewed as pre-
cursors of law-like generalizations and theories. However, models can also be constructed of
formal theories.

Marketing models

I describe three basic types of marketing models used in the marketing literature. I call
“type A” models those models that use only boxes and arrows to represent causal relations
between variables. This simple model pictures a hypothesized direct causal relationship between
the two specified variables A and B such that A influences B. This model does not specify the
polarity (positive or negative), strength, or reliability of the hypothesized causal correlation (See
below).

Perceived Price Purchase Intention

“Type B” models also describe the polarity of the correlation between the variables of the
model: Thus the simplified model below represents a negative correlation between perceived
price and purchase intention. Higher values of perceived price are associated with lower values
of purchase intention. In ordinary language, all other things being equal, products viewed as
more expensive by consumers are purchased less by those consumers.

Perceived Price — Purchase Intention




Figure 1. Type A model: Oliver’s disconfirmation model of customer satisfaction (Oliver,
1993, p.73).
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Figure 2. Type B model of Customer Satisfaction: (Spreng et al., 1996a, 17,25)
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“Type C” models are often found in structural equation modeling (SEM) sometimes called
“causal modeling”. SEM is a synthesis of factor analysis, multiple regression, path analysis, and
psychological measurements into a single comprehensive system that can express and test
complex theoretical formulations (models) of research problems (Kerlinger, 1986, 139). LISREL
and AMOS are two popular SEM software programs. Type C models include the polarity,
strength, and significance, of the regression coefficients between the variables of the designated
model.

Figure 3. Example of Type C (CFA) model: Spreng et al., 1996b, A re-examination of the
determinants of consumer satisfaction. 25. Includes estimated regression coefficients over T-

values. (T-values over 2 indicate stat. sig. for large samples)(Mueller, 1996, Basic Principles of
SEM, 8).
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Examples of marketing models using disconfirmation theory

According to the expectancy-disconfirmation model suggested in CS literature (Oliver,
1980), consumers judge satisfaction with a product in comparison with their expectations about
the product performance. If the performance is above the predicted expectations (positive
disconfirmation), increases in satisfaction are expected. If the performance is below expectations
(negative disconfirmation) increases in dissatisfaction are expected. CS is thus viewed as a
function of expectations and disconfirmation, with expectations used a standard of comparison
(Y1, 1990, 87)

Thus, disconfirmation theory of customer satisfaction is actually an explanatory model of
customer satisfaction that has been corroborated by several research studies in the satisfaction
literature. This “theory” has evolved with time into a more complex model. Researchers have
reconstructed this model to include both disconfirmation of expectations and disconfirmation of
desires (Spreng et al., 1996b).

Strategies for identifying your research question

It is often said that there is no one right solution to a case study. However, this does not
imply that there are no wrong “solutions or that some solutions are not better than others. The
same might be said for identifying your research question. The research question should be
within your range of competence, be manageable with existing resources (including access to
data, time available, and cost), and have the potential to make an original and valued contribution
to your field. Dissertation topics are chosen through different combinations of the following
recommended activities:

1. Review recent empirical studies in reputable journals

2. Read what leading scholars, practitioners and researchers believe to be fruitful
directions for research (especially in the “Directions for Future Research” section
of research papers and books.).

3. Review older papers in reputable journals (since 1975). There may be unrealized
opportunities for revision, expansion, correction, or extension.

4. Talk to your marketing professors. Some students make topic choices by selecting
favorite research areas of dissertation committee chairs that are compatible with
their own interests.

5. Review theories or models that describe relationships between marketing
variables. Is there potential for correction, expansion, extension, or revision? Is
there specification error? Are significant determinants missing? Do we know the
complete set of mediating and moderating variables of this model? Is there an
underlying theory/model that explains two or more other theories/models? (For



example I found that disconfirmation theories are supported by the adaptation-
level theory of psychology (Helson, 1964)

6. Did you try to research an important topic in the marketing literature and found
there was almost no research available in this area? Perhaps (if your search was
comprehensive) this is an opportunity for exploratory research in this area?

7. It may not be wise to restrict your research to your particular literature. For
example, the flight of bumblebees tells us how to build better fixed wing aircraft
and studying the shape of fish tells us how to construct better boats. Marketers,
like certain birds, have feathered their nests with material from several other
disciplines such as psychology, sociology, economics, philosophy of science,
ethics, etc. An electronic search of key words in the relevant databases of these
disciplines may be fruitful.

How I found my research topic

It may be helpful to explain how I arrived at the research question for my own dissertation:

During a “readings” course, I found two critical items in the literature that crystallized
my dissertation topic. The first of these inspirational discoveries was a quote cited on the first
page of my dissertation under Background of the Problem:

Perhaps the most intriguing issue facing service marketers today is the interplay between
quality, satisfaction, and value. Specifically, which are antecedent, which are mediating,
and which are consequent? To date no definitive answer exists...Value increases as
quality increases and as price decreases. Yet exactly how quality and price combine to
form value is not well understood (Rust & Oliver, (1994). Service Quality: New
Directions in Theory and Practice, Sage Publications, 14, 7).

However, I noticed that this model of purchase intention omitted two well known
determinants of purchase intention: customer satisfaction and brand name and thus left open the
possibility of model under-specification error. By focusing on service repurchase intention (an
important subset of purchase intention), instead of product familiarity, I was able to add the
variables of Customer Satisfaction and Brand Name to the model while omitting the variable of
product attribute information. Thus, the new study was able to explore the influence of Perceived
Price on Service Repurchase Intention using all five of the key determinants of purchase
intention (see Appendix A)!



Figure 4. Morritt (2000). Direct and Indirect robust regression effects of Perceived Price on
Service Repurchase Intention. Summary of findings for 5 independent variable model (R2
=.83) including Betas and Pearson correlation coefficients. (All p values are .000).
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Identifying your research problem and constructing research hypotheses from your
research question.

1. AREA RESEARCH

This is the first stage of the process where there is usually intensive research into selected areas
of interest. The area choice should be guided by your interest, subject competency,
manageability of project, and availability of compatible and available doctoral chairs specializing
in this area. You are looking for unresolved problems in the subject literature that are related to
underlying theories, or models. Special attention is given to top journals and researchers in your
field. A common error among doctoral students is choosing a topic prior to doing adequate
research in the subject area. However, early choice of a problem area enables you to have the
significant advantage of integrating your research with your doctoral courses and papers.

My research problem was how perceived price was related to service repurchase
intention. This was within the context of a comprehensive model of service repurchase intention
that included all five factors found to be determinants of purchase intention. This problem was
then translated into my research questions:

RQ1: What is the role of perceived price in the formation of service repurchase intention?
Specifically, how does perceived price combine with customer satisfaction, perceived
quality, perceived value, and brand name to influence service repurchase intention?

RQ2: What are the relative strengths of these five factors on service repurchase intention?

RQ3: Which of these five factors are mediating and which are moderating?

2. PROBLEM IDENTIFICATION

Kerlinger (1986) tells us that a research problem is an interrogative sentence or statement that
asks: “What is the relationship between two or more variables?” He suggests the first three
criteria for a good problem statement: I expand the list of criteria (See Madsen, 1992):

1. The problem should usually express a relation between two or more variables (This may not
be true with exploratory research).

2. The problem should be stated clearly and unambiguously in question form.

3. The problem should imply the possibility of empirical testing.

4. The solution or clarification of the problem would be viewed as an original and significant

contribution to the subject literature.

The problem should be related to an underlying theory or model in the subject literature.

6. The problem should be resolvable with the resources available (time, money, difficulty level,
personal competencies, chair interests).

7. It must be based on obtainable data.

N

3. HYPOTHESIS CONSTRUCTION




Kerlinger tells us that a hypothesis is a conjectural statement of the relationship between
two or more variables. Criteria of a good hypothesis are:

1. Hypotheses are statements about the relations between variables.
2. Hypotheses carry clear implications for testing the stated relations (Kerlinger,
1986, 17.).

Your hypothesis should be related to your research question and generally hypothesize an
empirically testable relationship between the same variables.

Constructing the null and research (alternative) hypotheses

Here again there appears to be a difference between the traditional use of the term null
Hypothesis and how it is used in the marketing research literature. The traditional use of this
term refers to a statement that there is no relation between the variables of the problem. The
object of this method is to rule out the possibility that the relation between the variables in
question is due only to chance. The alternative hypothesis or research hypothesis (equivalent to
the logical complement of the Null hypothesis) is that (since the null hypothesis is not supported)
the relation between the variables in question is significant (Kerlinger, 1986, 189-190.).

The null hypothesis is the assumption about the population that is tested using sample
evidence. It states that the difference between the sample statistic and the assumed
population parameter is due to a chance variation in sampling. The symbol for the null
hypothesis is Hy. . The alternative hypothesis in a hypothesis test is the statement about
the population that must be true of the null hypothesis is false. The symbol for the
alternative hypothesis is H; (Hanke & Reitch, 1994, 294).

This contrasts with the use of the Null hypothesis in the marketing literature which is either not
used at all (The research study contains only the alternative or research hypotheses) or else used
as a straw man to set the burden of proof to the alternative or research hypothesis.

Thus, Siegel tells us that the null hypothesis represents the default possibility that you
will accept unless you have convincing evidence to the contrary:

In deciding which hypothesis should be the research hypothesis, ask yourself, Which one
has the burden of proof? That is, determine which hypothesis requires the more
convincing evidence before you decide to believe it. This one will be the research
hypothesis (Siegal, 1990, 336-337.).

An example of one set of hypotheses used in my dissertation is:

Hol: There is a zero or positive correlation between perceived price and service
repurchase intention.

Hal: There is a negative correlation between perceived price and service repurchase
intention.



4. ANALYSIS OF IMPLICATIONS FOR YOUR UNDERLYING THEORY

After a discussion the results of your study are incorporated into your model. This
procedure has the function of providing a graphic representation of the results of your research
including modifications to the theory or model you are using (See Figure 4.)

5. DIRECTIONS FOR FUTURE RESEARCH: RELATING TO UNDERLYING THEORY

In this section, you provide guidance to your fellow marketing researchers on what you
believe to be fruitful and important directions to proceed from your research. This may refer to
areas omitted by your study, the application of your model to other settings or populations, or the
use of additional statistical tests or measures to further refine your theory or model. Or it may
refer to ways in which limitations of your study may be eliminated. For example, my study
includes the following (modified) recommendation:

Finally, as indicated in the limitations section above, the use of SEM, including CFA,
seems ideally suited for the construction of a causal model of service repurchase intention

which includes the five key factors and six independent variables of this model (Morritt,
2000, 175).

Why be concerned about having a theory-based dissertation?

The short answer is that this is required for research that counts as quality scientific
research. But this is not a very satisfying explanation. One rationale for having a theory is that
systematically organized knowledge is more informative than unorganized knowledge
(Individual bricks are less interesting than the same bricks organized into a house).

More to the point, the discipline of Marketing has enhanced its reputation in the academic
community during the last 25 years by emulating the methods of more developed sciences and
by adopting scientific method and scientific research methods. This includes theory-based
research.

Deterministic assumptions of science

Science has made great strides over the last few centuries by adopting the methods of
science that carry with them (unproven but very fruitful) assumptions about the causal nature of
the universe. (Recent developments in cosmology, physics and systems theory have cast doubt
about the validity of these assumptions. For example, the “Big Bang” theory of universe creation
assumes an uncaused event.).

e [t is assumed that all events E have causes (set of sufficient conditions C at time
(t) such that C invariably results in E). We may not know the relevant laws or the
full set of relevant antecedent conditions so that prediction of events may be
based on probabilities.



e [t is assumed that the universe is “governed” by some set of causal laws (L) such
that any event (e) could be deduced from those causal laws and a set C of prior
relevant conditions.

Thus, researchers try to build a hierarchal structure of scientific laws that explain
empirical phenomena in their discipline. Low-level laws are explained by middle-level laws that
are explained by high-level laws that are assumed to be finally explained by some ultimate set of
laws that explain all events in the universe. Researchers in the various disciplines try to build
more and more comprehensive models that explain the empirical phenomena of their area.

Middle and higher-level explanatory models that have been corroborated over time by
other researchers eventually attain the status of “laws”. Of course this is a tentative status as laws
are improved and revised as science evolves (Kuhn, 1962).

Thus marketing research is now viewed as a science using the same tools of empirical
observation, experiment, statistical analysis, theory construction, deductive and inductive logic,
and hypotheses testing, as other scientific disciplines. “Thus deterministic theory of some type is
a legitimate goal of research in marketing” (Hunt, 1991, 196).

For an example and discussion of a middle-level marketing theory (model) of buyer
behavior see the Howard-Sheth theory of buyer behavior (Howard & Sheth, 1969, 30). This
theory explains purchase behavior using 13 variables.

Theory construction in my dissertation.

In my dissertation, I examined three levels of disconfirmation theory.

1. Low-level disconfirmation theory
These were the disconfirmation models (found in the literature) of price, quality,
satisfaction, and value.

2. Middle-level theory
This included the adaptation-level theory of psychology which supported
(provided an explanation) for lower level disconfirmation models.

3. Lower-middle-level theory
This was an attempt to contribute to a comprehensive disconfirmation theory of
service repurchase intention which included all five known determinants of
purchase intention (price, quality, satisfaction, value, and brand name).

APPENDIX A: Abstract of dissertation (Morritt, 2000)

The major objective of this dissertation is to prepare the groundwork for a comprehensive
causal model of service repurchase intention by developing the first comprehensive five factor
model of repurchase intention. The focus of this study is the relationship between perceived price
and service repurchase intention. The underlying theory of disconfirmation is discussed. This
study builds on previous research of the last two decades which has identified the five key
determinants of purchase intention as perceived price, customer satisfaction, perceived value,
perceived quality, and brand name. The data set of this study was obtained from a self-



administered hotel evaluation survey of students and faculty at three business schools, two of
which have a national clientele (n = 305). Analysis of this dataset confirmed the zero order
correlations of these five key factors with purchase/repurchase intention. Robust regression (R
square =.83) revealed that only three factors, satisfaction (B =.47), value (B =.29), and quality (B
=.26), were found to be significant (alpha =.05) in the five factor model tested. The lack of
significance of the factors of perceived price and brand name confirm previous studies over the
past decade which indicate that consumers use the external cues of price and brand name as
external cues for quality in contexts where they are unfamiliar with the quality of the offering.
Regressing perceived price on the remaining four independent variables (R square =.67) resulted
in one significant factor of perceived value (B = .80, p =.000). Satisfaction, value, and quality are
confirmed as mediators of the perceived price-repurchase intention relationship. Additionally,
brand name was supported as a moderator of this same relationship but not supported as a
moderator of the perceived price-perceived quality relationship. FA revealed a two-factor
solution (evaluation of service performance, and evaluation of service value) as the best fit for
the five major determinants of repurchase intention. Subgroup analysis revealed major
differences in the significance and sample regression weights (Betas) of twelve market segments.
For example, the reported major factor of customer satisfaction (B =.47) was statistically
insignificant for mature travelers and affluent travelers. Only quality and value were found to
have significant sample regression weights for all twelve subgroups.
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The purpose of this paper is to describe the performance
of the Mexican banking system in the period from 1982 to 1998.

The hypothesis of this paper is that the financial liberalization process increased risk
levels of Mexican banks.

The methodology used to describe the aforementioned process is that of self-organizing
maps and 8 financial reasons are used as indicators of banking activity.

For analysis purposes, the period object of the study, 1982-1998, is subdivided into the
following stages: Initial conditions (1982-1988); the financial liberalization period (1989-1990);
the privatization of banks (1991-1993); the subscription of the North American Free Trade
Agreement (1994); and the establishment of Fobaproa (Savings Protection Bank Fund — 1995-
1998).

The paper's presentation is organized as follows: first, the variables used are described;
then, the methodology of self-organizing maps; and thereafter, bank performance throughout

the different stages of reference. Lastly, some conclusions are provided.

Variables Used.

A data base comprising all national and foreign commercial banks during the period
being studied — 1988 to 1998 — was prepared and a system of indicators through financial
reasons was developed.

This set of indicators is grouped in a category system, which intends to link to a
theoretical model regarding the financial reform and the performance of the banking system.
These categories are: liquidity, risk, profitability, financial leverage, structure of the banking

industry, growth, financial intermediation and administrative procedure.

Methodology of the Self-Organizing Maps



The method of self-organizing maps®" enables to visualize relations among the
elements of a large and complex set of information.

A regression similar to that called the total of square minimums in whose curve analysis,
these are classified as a non parametric regression.

In the self-organizing maps method, an intelligent curve adjustment is made, which,
differently than in traditional regression, a priori does not assume any additional form. The form
is automatically determined by the information and certain restrictions.

It is a regression by parts and the part of the chain that adjusts to the points of
observation, is determined through a decision making process in which the closest model vector
is identified.

To achieve the visualization of the space of observation, relations of closeness among
model vectors are defined, as if these were along a flexible two-dimensional net.

Initial conditions.

Initial conditions prior to the financial liberalization process, in comparison to the entire
period, are characterized by a low level of bank intermediation, a decrease of the banking
system, low net interest margins, a high lack of capitalization, low risk levels and low operation
expense levels. This is depicted in map 1 (see 1 before a 6 before).

Map No. 1
OPERATION EXPENSES RATIO’S BANKING SYSTEM

213 Kohonen, Teuvo, Self-Organizing Maps (2" Ed) (Springer Series in Information Sciences, 30), U.S.A., 1997.



This is a poor performance stage, where shareholders have lost the control of bank

capital; banks are nationalized; there are no incentives to re-capitalize it or increase profitability

levels.
The conditions before the financial liberalization

1982 1983 1984 1985 1986 1987
Credits / Deposits 65.000{ 76.000] 77.000f 92.300| 97.500]100.700
Credit risk 4.150] 4.990 2.620] 2.330] 1.280f 0.560
Net Margin 1.989| 1.532 2.250] 2.320] 2.667( 3.287
Growth 1.360] 1.090 1.510] -4.920] 1.730] -9.120
Equity Ratio 2.791] 2.996 2.802] 3.000f 3.278] 4.423
Market Concentration 0.656| 0.666 0.680] 0.692] 0.720] 0.759
Int. Exps / Int. Earnings 87.210] 90.160] 88.950] 89.690{ 90.880| 91.870
Operation Expenses 3.928| 3.617 3.680 4.243] 3.819] 3.926

Note:Interpolation using Viscovery SOMine Program.

The existence of governmental control in the banking sector provides an implicit
insurance to depositors, that does not create incentives for any monitoring activities by the
latter. Furthermore, this fact causes administrators not to further the creation of reserves and

they have a low disposition to risk.

The financial liberalization period.

Although 1989 is established as the year of the beginning of financial liberalization®", in
fact, since 1979, the Bank of Mexico introduced the auction system to determine the interest
rate that would be paid to commercial banks for deposits they make in the central bank. This
process of financial liberalization would culminate in the substitution of the system based on
quantitative controls to credit and interest rate regulation, by a system based on market
mechanisms.

The elimination of the legal bank reserves to cover obligations and their substitution for
portfolio regulations began since 1985. As of that date, the required ratio of governmental
values in bank portfolios was gradually decreasing, until the liquidity coefficient was repealed in
1990.

2% Araya, G. Ivan E., "De la represion financiera a la liberalizacion financiera en una economia en desarrollo: Una
revision de la literatura". Inversion y Finanzas, Mexican Stock Exchange, January-June 1994, Vol. 2, Number 1, p.
18



The elimination of the selective credit segments began since 1986, year in which it was
allowed for banks to freely allot resources they obtain by acceptances. The interest rates on
these and on urban development bonds were also liberalized that year.

In April 1989, time deposits were also excluded from the basis to establish credit
segments and in August of that year, the same happened with checking accounts. The
authorities abandoned selective credit mechanisms and as of September 11, they eliminated
the requirement of the 30% mandatory liquidity.

In 1989, with the reforms to the Mexican financial system's legal framework, the
participation of foreign investment in the capital of financial intermediaries was allowed.

The process of financial liberalization begins amidst a fall in the growth of the banking
sector; during the second year, it recovers in an outstanding manner; margins of net interest
improve, as well as the proportion of capital. A high degree of market concentration of the four
large banks occurs; the system's operation expenses increase; and the risk levels do not show

important changes as compared to the previous stage.

Financial Liberalization

1988 1989 1990
Credits / Deposits 87.800] 92.100] 93.100
Credits Risk 1.000] 1.440 2.320
Net Margin 4.916] 5.834 4.845
Growth -9.520| 24.910| 27.550
Equity Ratio 7.008] 6.471 6.123
Market 0.781] 0.746 0.691
Int. Exps / Int. Earnings 86.530] 79.710] 79.760
Operation Expenses 6.009] 5.033 4.943

Note:Interpolation using Viscovery SOMine Program.

The process of financial liberalization begins under circumstances in which the
government is the majority holder of the capital , although the private sector already holds 35%
of the capital. The foregoing explains that there is no elevated disposition to risk and that,

nevertheless, better market conditions enable the sector to recover its growth.

Banking privatization
The process of banking privatization occurs from June 1991 to July 1992. Nine banks

are privatized during the first year, and further nine, in the second year.”'®

215 Unal H. and Navarro, M. The Technical Process of Bank Privatization in Mexico. Financial Institutions
Center, Wharton School, University of Pennsylvania, 1999.



The banking system's performance during this stage is characterized by the
strengthening of banking operations as intermediary; an increase in the credit risk, an increase
of the interest margins; a decrease of assets in the full privatization process; a slight decrease
of the market power of the four large banks; an increase of income from interests as compared
to expenditures for the same concept; an improvement in the operational efficiency and in

capitalization.

Privatization

1991 1992 1993
Credits / Deposits 86.600] 103.700{ 109.200
Credit risk 3.680] 6.710 8.910
Net Margin 5.490| 7.576 8.353
Growth 27.950] -1.290 4.890
Equity Ratio 5.415] 6.163 6.589
Market Concentration 0.686] 0.704 0.696
Int. Exps / Int. Earnings 74.880] 68.450] 68.290
Operation Expenses 4.731 4.379 4.220

Note:Interpolation using Viscovery SOMine Program.

The recovery of the control of the majority of banks by the shareholders modified their
performance as regards their position to risk, which under the control of the public
administration had been relatively conservative, and which now was more aggressive as

regards credit levels and degree of risk.

The North American Free Trade Agreement (NAFTA) and the Savings Protection Bank
Fund (FOBAPROA).

In 1994, with the subscription of the NAFTA, the starting point was a diagnosis of the
Mexican financial system, which acknowledged that the national intermediaries were at a
relative disadvantage with regard to the eventual commercial partners, due to the low level of
productivity and the high degree of economic concentration of the market.

There were expectations that by posing the threat of new participants due to the
subscription of the NAFTA, national intermediaries would be furthered to increase the efficiency
of their operations and to improve the quality of their services. Hence, the justification of
granting a six-year terms to achieve greater competitiveness in their services, in international
terms.

It was expected this would bring about a decrease in the intermediation margins (active

rate minus passive rate) and of the financial margin (collected interests minus paid interests on



medium assets), that would result in a greater competitiveness of the Mexican economy as a
whole. By decreasing the active interest rate, financial costs of the working capital of companies
would be decreased and the national productive plant would become more competitive.

The macroeconomic instability experienced as of the crisis of the end of 1994, together
with the peso devaluation and the political instability at the beginning of that same year, made
the decrease of financial margins very difficult. Moreover, the economic contraction increased
the credit risk, the banks' cost of operation because of an increase in notes due and decreased
funding possibilities in the international market, making money in the local market even more
expensive.

Also, the evolution of banks with losses that increases almost fivefold from 1994 to 1998
— from 4 banks with losses at the beginning of the period, March 1994, to 19 banks in
September 1998 — is noteworthy. This situation of systemic crisis has cost the country in the
form of the Savings Protection Bank Fund (FOBAPROA), to which over 70 billion dollars®'® were

allotted to purchase note dues.

N.AF.T.A. AND F.0.B.A.P.R.0.A

1994 1995 1996 1997 1998
Credits / Deposits 116.800] 120.900] 108.600] 101.900{ 103.300
Credit risk 9.190] 8.330 7.280] 12.790] 13.250
Net Margin 3.261 1.980] -3.053| 2.263] 2.354
Growth 32.450( -14.470f -2.120{ -25.110f 1.910
Equity Ratio 5.455| 6.776 6.010] 8.460] 8.407
Market Concentration 0.685] 0.626 0.587] 0.693] 0.634
Int. Exps / Int. Earnings 69.920] 85.650] 85.500] 80.070] 79.140
Operation Expenses 3.540] 3.480 3.473| 9.409| 9.267

Note:Interpolation using Viscovery SOMine Program.

The approval of the NAFTA furthered the banking sector's growth; increased banking
intermediation even further and new foreign subsidiaries entered the banking market. The level
of growth experienced in this stage is one of the period's highest — 32 percent in 1994.
Nonetheless, during this period, the banking system also experienced the greatest fall of activity
in its modern history — 25 percent in 1997 — as can be clearly seen in the following map (see
Nafta and 3fob).

21 E] Financiero, February 22, 1999. p.3.



MAP NO. 2

Growth Banking System

The risk level increased in comparison to the prior privatization phase; the net interest
margin decreased; operation expenses were more efficient; the degree of market concentration
also decreased, due to a greater competition of foreign banks. The lowest level of market
participation in the period being analyzed — 1982-1998 — occurred in 1996, as can be seen
below (2fob in the map).

Map No. 3
Market Concentration Banking System




An additional explanation of the high risk level in these years can be found in the
incentives created by the Savings Protection Bank Fund, for banks to adopt more risky credit
behaviors. Even the banks' productivity was seriously affected during the Fobaproa's last years
of operation — 1997 to 1998 . Operation expenses regarding assets increased almost threefold
in comparison to the two previous years.

The map below shows that the highest risk levels are reached during the last two years
(3fob and 4 fob in the map) in which the Fobaproa operated.

MAP NO. 4
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RISK BANKING SYSTEM

Nonetheless, as can be seen in the following map, the highest levels of bank
capitalization where the FOBAPROA played a determinant role, also occurred during this
period.



MAP NO. 5
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EQUITY RATIO’S BANKING SYSTEM

CONCLUSIONS.

The initial conditions of the Mexican banking system, on which the financial liberalization
process developed, were not the best. The banking system was undergoing a growth crisis,
with a high degree of lack of capitalization, which made it vulnerable due to the high risk levels
that would occur.

During the financial liberalization period, growth of the banking system was furthered,
intermediation improved, the degree of market concentration decreased, the efficiency of
operational expenditures improved, but the risk levels also increased, as well as the interest
expenditure ratio for the same concept increased credit risk and bank capitalization

deteriorated.



The result of the bank privatization was that the banking system increased its degree of
intermediation, as well as its profitability, its degree of capitalization, and its operational
efficiency, but it increased credit risk even more and it decreased its asset growth rate, although
it improved its expenditures in comparison to its income from interests.

The implementation of the NAFTA, with the authorization of foreign bank subsidiaries,
furthered financial intermediation even more; the growth of bank assets improved operational
efficiency, decreased the market concentration, but increased credit risk; reduced the net
margin; decreased the degree of capitalization and increased the ratio of expenditures over
income from interests.

The government intervention to rescue banks through the purchase of notes due,
increased the degree of intermediation, improved bank capitalization, but did not prevent the
crash of bank assets. The fall of the net margin, which for the first time was negative, created
incentives to excessively increase credit risk and the efficiency in operation expenditures that
had been previously achieved was lost. The ratio of expenditures on income due to interests

also deteriorated, while at the same time, market concentration decreased.
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