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This thesis addresses image-based change detection. Motivation was provided by

the lack of algorithms that incorporate in their solution diverse types of pre-existing and

complementary information and have the ability to interact with a spatiotemporal

environment.

The main differentiation with our approach is that we develop our algorithm

within an integrated spatiotemporal environment and we make use of all change evidence

that might exist within that environment. In addition, a change resolution model is

developed that will distinguish meaningful changes based on user requirements.

A model for change is proposed that establishes a general framework for the

incorporation of image analysis techniques. This model is based on the SpatioTemporal

Gazetteer. A theoretical analysis of change modeling resulted in the Differential

Spatiotemporal Gazetteer. This modified version of the original gazetteer is composed

conceptually of a Geographic Identity Information Level, a Change Indexing Information



level and a collection of child sources at the Child Information Level. Dependencies

between these components are presented. In addition to that, two new components are

introduced, the Change Detection Tools and the Knowledge Base expanding the gazetteer

to a broader spatiotemporal environment. Information flow within the environment is

described and component interaction is presented, focusing on the change detection

aspects.

In spatiotemporal applications, meaningful changes vary according to object type,

level of detail, and nature of application. To compensate for this, we introduce two user-

defined functions, the Minimum Spatial Element and the Minimum Temporal Element.

These functions act as thresholds in the spatial and temporal domain, respectively, and

allow the user to establish a resolutional framework in the spatiotemporal domain.

With the proposed spatiotemporal model, we improve the change detection

process, by providing validity of the datasets used, accuracy during the detection process,

and a framework for storing the obtained results. The digital image analysis method that

was developed automatically identifies object outline changes in sequences of digital

images. This change detection technique is based on least squares template matching

(LSM). We extend LSM to function in a differential mode. In doing so, we integrate

object extraction from digital imagery with change detection in a single process. By using

image orientation parameters and positional data we can reduce the problem of 3-D

object monitoring to an image-space 2-D matching problem.

In this hybrid approach, area- and feature-based matching are combined in one

step, since raster and vector datasets are integrated to enhance our solution. Analysis of

the edge geometry within a template, before matching takes place, improves the accuracy



and reliability of the presented technique based on response time and obtained results. As

a post-process, actual change is distinguished from different representations of the same

object due to sensor inaccuracies, through fitting models of known systematic

photogrammetric errors in the exterior and interior orientation process. The obtained

results update the corresponding components of our spatiotemporal model through the

detected change information. In doing so we establish a spatiotemporal model that makes

use of the change detection results.
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Chapter 1

Introduction

One of the major tools used to model accurately the real world is a geographic

information system (GIS). In such a system and in order to capture the dynamic world, a

GIS approach that handles change information should be employed. Such a model is

useful in many application domains: historical geography, meteorology, physical

geography, and engineering fields like city planning, landscape architecture, cadastral

systems and transportation. Scientists have always been eager to understand the past and

the present, and to predict the future. In order to achieve this, the ability to perform a

dynamic analysis of information over time is crucial for GIS applications.

Current geographic information systems tend to follow an inherently static

approach to geospatial information management. Small amounts of information are

typically synthesized into map-like data snapshots. Many times in the mapping process,

various sources of information containing multiple representations of features are reduced

to a single representation (Langran, 1993). This static approach leaves large amounts of

collected data unused and offers limited communication capabilities. Accordingly, this

approach is unsuitable for today’s applications, where the need for dynamic geospatial

information is increasing. Change, whether it is the very dynamic change of mobile

objects, periodic fluctuations of fixed objects, abrupt change such as that resulting from

catastrophic events, or more routine incremental change, is valuable information to which



an information system should provide direct access. Information on change is important

to better understand why certain conditions exist - either now or in the past - and to

make predictions of what the conditions or configurations of an entity will be at some

future time.

Extracting change within integrated geospatial environments containing digital

imagery is a challenge of dual nature. It comprises automatic change detection (Huang et

a1.,1994), and the fundamental issue of modeling/representing change (Egenhofer and

Golledge, 1998). A rather surprising tendency in object extraction algorithm development

within the photogrammetric and computer vision communities is that the majority of

approaches treat geospatial information collection as a static process (Gruen et al, 1995;

Gruen et al, 1997). They formulate the problem as extracting an outline from an image

without consideration of prior information that might exist for the depicted area in

general, and the specific object in particular. Considering today’s practice trends, this

static view tends to become increasingly obsolete. Instead, object extraction becomes a

crucial part of larger cycles of GIS updates, and information exchange is presented as

essential.

1.1 Problem Statement

Understanding how objects behave and change over time is a fundamental issue

that has to be addressed in order to model the real world in an appropriate manner.

Change needs to be formalized in order to create an effective spatio-temporal

environment (Galton, 1993). An emphasis on the temporal aspect of data should be given
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for managing the evolution of objects through time by modeling and detecting change in

digital imagery.

In order to achieve this modeling and detection of change we should first consider

how evidences of change influence this approach. Major evolutions in sensor/scanner

technology have resulted in the availability of constantly increasing volumes of digital

imagery. The geosciences and spatial information engineering have been greatly affected

by this development. Parallel to this development, digital photogrammetric applications

have become more robust with the development of novel digital image analysis methods

and the production of robust software tools. Accordingly, we are moving from the

experimental use of few images to large-scale projects. Nowadays, one could claim that

digital images have practically replaced analog ones (e.g., prints, diapositives, or

negatives) as the popular medium for the extraction of precise and up-to-date spatial

information such as digital elevation models or features with their 3-D coordinates. The

increased volumes of digital imagery, in conjunction with the evolutions in data

collection and processing have drastically increased the amount and type of the available

geospatial information. Modern environments are now characterized by higher

integration and should be able to handle multi-resolution, multi-type and multi-temporal

information. Moreover, this aggregation of information is altering the way geospatial

analysis is performed, by providing us with substantial prior knowledge for the behavior

of objects through time (e.g., make use of information showing the ability of an object to

move). The development of novel models to capture, categorize and store geospatial

object change, and to make them available in an efficient way for querying and further

detection/prediction of change, is becoming increasingly critical.
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Conceptual models of time (Allen, 1983) and their applications on spatio-

temporal environments (Yuan, 1994) have been introduced in the past, but the lack of a

widely accepted approach that would model change both at the spatial as well as the

temporal domain is still notable. Conventional GIS data models still emphasize static

representations of reality. Geographic information for a given area is decomposed into a

set of single-theme layers as regular (raster) or irregular (vector) tessellation models

(Frank and Mark, 1991). These layers limit our capabilities to represent dynamic

information such as transitions and motion within a GIS. The lack of data representation

schemata to integrate GIS data with models for spatiotemporal processes is a major

shortcoming in current GISs.

In our approach we present a framework for the integration of digital images and

complementary GIS datasets in a model that provides explicit information about

spatiotemporal change. We make use of the SpatioTemporal Gazetteer (Beard and

Agouris, 1997) as a model that handles more effective multiple information resources

than the traditional map model. We extend this model to facilitate the image-based

change detection proposed in this thesis and to allow it to function in a differential mode

through a change-oriented approach. The components of the proposed model are

introduced and we discuss information flow in such an environment.

A significant functionality of a spatiotemporal model is the ability to express

explicitly changes that may be found implicitly in various sources and object

representations. Defining a common measurement framework to express spatiotemporal

change is a challenging task, as meaningful changes vary according to level of detail,

nature of application, and type of object (Mountrakis et al, 2000). Furthermore, the
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context of change, as determined by applications and user needs in queries, can be

considered to be spatial in nature, temporal in design, or a combination of both. The

communication of change requires the consideration of users who have diverse needs,

and various levels of understanding of the content and organizational schemata of the

databases that they query. Related work has been performed in identifying and

formalizing operations in the temporal domain in order to support the integration of

different databases (Bettini et al., 1997) and also on change granularity issues (Montanari

et al., 1992; Wang et al., 1993; Hornsby and Egenhofer, 1999). With this approach we

extend the concept of change granularity in the design and query process of a

spatiotemporal model.

In signal processing and image understanding, relevant work has been performed

on man-made object extraction (Gruen et al., 1995; Gruen et al., 1997) and in human

motion understanding (Black et al., 1996; Yacoob and Black, 1999). The approach

presented in this thesis is based on an extension of least squares matching (LSM). In the

past LSM was extended to support matching of 3-D datasets (Gruen et al., 1994) and

image queries (Agouris and Stefanidis, 1998). In this approach the adjustment method is

modified to detect boundary change within an integrated environment. The established

mathematical foundation of LSM is used for statistical analysis of the obtained results

and realistic evaluation of the algorithm’s performance. Interaction of the algorithm with

a knowledge base to provide reasoning in our process is also incorporated to take full

advantage of prior information that might exist.
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1.2 Research Questions and Objectives

The goal of this work is to enhance operations that extract change information

from multimedia information sources, and specifically from images. While trying to find

an answer to this issue, many others arise as a logical sequence.

First a spatiotemporal environment should be developed to handle the primitives

of image analysis techniques. In addition, this environment should have the ability to

store and retrieve the results obtained in an efficient way. An applicable database model

should be developed to interact with the algorithm both at the input as well as the output

level.

Another open question is how the user would specify the change resolution that is

of interest for the specific application or needs. This work incorporates this flexibility by

providing a multi-resolutional query method and its translation to the algorithms

datasets.

The described in this thesis image analysis approach is based on the least squares

matching technique. Least squares matching is a single-process technique. The design of

this method does not support change detection. To compensate for this, a modified

version of LSM is developed that is designed to function in a differential mode. This

approach is extended to a universal one so that change detection is not an isolated

procedure, but rather interacts within a spatiotemporal environment. Furthermore the

appropriate adjustments should be performed to optimize prior knowledge incorporation

in the detection of change.

Accordingly with the above, the hypothesis of this thesis is:
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“the proposed universal differential least squares approach

outperforms the traditional single-process least squares

matching in change detection on digital imagery. ”

1.3 Motivation and Applications

The major motivation for this research is the lack of a theoretical framework that

would have the ability to model, query and detect change within one integrated

environment containing digital imagery. The interactions and dependencies that these

processes introduce were considered during the design of each component (model, query,

and detection). This more global approach overcomes issues of incompatibility and

miscommunication.

Part of the motivation in designing the proposed model was the need to support

different resolutions of change. Furthermore, the way queries and change detection

process are formulated allow the integration of multiple users with diverse needs (e.g.,

ranging from a local township GIS office to national emergency response crews).

Filtering of the obtained results guides the query in the desired spatial and temporal

resolution, providing a major advantage that was not addressed in the literature before.

The structure of the model establishes the framework within which change is categorized,

analyzed and stored. Previous work on this topic has been performed in the GIS

(Armstrong, 1988; Yuan, 1994; Langran and Chrisman, 1988; Worboys, 1992; Raper and

Livingstone, 1995; Hazelton, 1998) and computer science (Allen, 1983; Freksa, 1992;

Segev and Shoshani, 1993; Tryfona and Jensen, 1999; Sellis, 1999) communities.
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In image processing, no significant work has been done in detecting change

through different representations by using multi-type, multi-temporal data in conjunction

with prior knowledge for the object under examination. Most of the approaches are

limited in determining pixel intensity changes, and a few of them that go beyond that do

not take full advantage of the preexisting information (Huang et al., 1994; Huertas and

Nevatia, 1996; Chellappa et al., 1993). Motivation for this part of the research was

provided by the lack of algorithms that would incorporate in their solution multiple types

of pre-existing (raster, vector, database, etc.) information, and have the ability to interact

with a spatiotemporal environment, both at the input as the output level.

The intended audience for this specific research comprises experts from a variety

of related fields of study, such as remote sensing, digital photogrammetry, computer

science, GIS and artificial intelligence. Our approach to managing geospatial

information is of interest to a large variety of systems such as geographic information

systems, environmental information systems, remote sensing systems, etc.

Spatiotemporal applications, such as fleet management, air traffic control, global change

(as in climate or land cover changes), transportation (traffic surveillance data, intelligent

transportation systems), social (demographic, health, etc.), multimedia (animated

movies), geological, archaeological and monitoring applications also could benefit from

this approach.

8



1.4 Major Contribution of Thesis

The contribution of this research work is directly related with the previously

defined objectives. At a more general level, a major contribution is the establishment of a

spatiotemporal environment that allows the integration of multi-temporal, multi-

resolution, multi-type information for image-based change detection. This environment

supports information flow between three major operations: modeling, querying and

detection of change.

Within this environment, the structure of the model provides the essential

mechanism for storing, representing and retrieving the detected change. A change

resolution filtering based on the user needs is introduced. The combination of these two

contributes to the algorithm by providing and updating the appropriate datasets involved

in the change detection. These datasets are constrained in the desired change resolution

providing no redundant information to, and application of, the change detection process.

Another component of the model shows the ability of an object to change. We make use

of this information by limiting the search window based on expected behavior.

Our novel digital image analysis approach provides a tool to detect changes in

building outlines by combining prior knowledge and object extraction in a single process.

At the input level, multi-type (e.g., raster, vector, database) spatiotemporal information is

analyzed to improve the reliability of the matching technique. During the matching

procedure, the statistical origin of least squares contributes to a robust evaluation of the

performance. By applying reasoning to the obtained results, object changes are

distinguished from misregistration errors through interpolation of well-established

photogrammetric models (e.g., interior and exterior orientation models). If such errors are
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detected, the update of the corresponding metadata of the source contributes to a more

reliable future use of that image.

1.5 Thesis Organization

The remainder of this thesis is organized into five chapters. Chapter 2 provides an

overview of the current research status in change detection and modeling in

spatiotemporal environments. A detailed description of the components of the

spatiotemporal model, used in this thesis, follows and the interactions between them are

presented (Chapter 3). Chapter 4 is dedicated to the theoretical issues of the image

analysis technique, developed to automatically detect changes in building outlines. The

implementation and evaluation of the change detection approach are discussed in Chapter

5. Finally the conclusions summarize and evaluate the major findings of this thesis and

provide ideas for future developments (Chapter 6).
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Chapter 2

Background and Relevant Work

The purpose of this chapter is to provide an overview of recent and current

research relevant to this thesis. Since several issues addressed require a combination of

knowledge from different areas of study, such as computer science, photogrammetry,

remote sensing, GIS and artificial intelligence, the organization of this chapter follows an

issue-based rather than a discipline-based approach. Accordingly, this overview is

arranged into two sections. The first one describes existing work on modeling and

querying in the spatiotemporal domain. The second section presents the general

framework and the theoretical background of the digital image analysis technique that

was developed in this thesis.

2.1 Strategies for Modeling and Querying Spatiotemporal Data

In this section an overview of the relevant to this thesis work in the

spatiotemporal modeling and querying domain is presented. The structure of the literature

analysis follows the sequence of

l a general description of database models,

l the contributions in the spatial domain,

l relevant work from the temporal domain and
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l issues addressed in the spatiotemporal domain.

The last three sections are further arranged based on related work performed in modeling,

queries and granularity issues in each domain separately.

2.1.1 General Database Models

Substantial work has been presented in the database field, resulting in the

proposal of several models. In general these models are classified in two categories: the

relational and the object models.

The relational model was introduced by Codd (1970) and has been the inspiration

for an entire generation of database management systems. These systems are based on the

concept of a relation, which is a set of tuples. A tuple is a set of facts that are related to

each other in some way. Each fact in a tuple is a datum whose values are typically

implemented through a specified domain (e.g., the domain of all integers, the domain of

all character strings of length 255 or less). A relation is a (possibly complete) subset of all

the possible tuples formed by the Cartesian product of the domains. Since tuples are sets

(of values) and a relation is also a set (of tuples), relations are sets of sets.

The solid theoretical underpinning, inherited from the well-established

mathematical data model, allows ad hoc query languages whose queries can be

automatically compiled, executed, and optimized without resorting to programming. The

semantics of the relational algebra are sound and complete, enabling users to easily

anticipate the result of a given query. Also, the relational model’s integrity constraints are

very helpful in ensuring that structural changes do not adversely effect the meaning of the

database.
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The object model was initially introduced as an extension of object-oriented

programming concepts (Albano et al., 1986; Lecluse and Richard, 1989; Carey et al.,

1988). Objects are distinct and are conceptually collected together into meaningml

groups. These groups are called classes. An object grouping is meaningful, because

objects of the same class have common behaviors, attributes, and relationships with other

objects.

The object model provides the following advantages, derived from object-oriented

programming:

- great freedom regarding complex data structures,

- inheritance, meaning that a hierarchy among classes can be created and

attributes can propagate from superclasses to subclasses, and

- encapsulation, allowing the implementation of any behavior to be changed

without effecting any other class in the system. This helps uncouple the

classes and reduces the complexity of the system.

2.1.2 Spatial Domain

2.1.2.1 Modeling Space

Currently two broad and opposing conceptual approaches can be identified that

are modeling space within GISs (Chrisman, 1975; Chrisman, 1978; Peuquet, 1984; Smith

and Mark, 1998). The field-based model treats spatial information as a collection of

spatial functions transforming a space partition to an attribute domain, creating a

collection of fields. Each field defines the spatial variation of an attribute as a function

from the set of locations (Worboys, 1995). The field-based approach conceptualizes the
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relation as divided into variations of single or multiple attributes (columns). The

functions used try to relate the spatial framework to the other attributes. The table 2.1

shows a field-based representation of an attribute (temperature) in space.

Code x Y Temperature

001901 1367.22 1255.62 55.9

001902 1502.87 1158.37 57.1

. . . . . . . . . . . .

001934 1345.32 1409.44 56.7

Table 2.1: Example of Field-based Representation

Another way to treat conceptualization of space is through an object-bused

approach. In this case the functions try to relate the attributes of the entities to a spatial

framework. It treats the information space as if it is populated by discrete, identifiable,

spatially referenced entities (Shekhar et al., 1999). For each object a set of attributes is

assigned, so a GIS application is mainly populated by a collection of spatially referenced

objects. These spatially referenced objects may have multiple spatial objects as attributes

(e.g., a house may reference a polygon as a boundary and a point as its seed). As an

example, in an object-based approach space would be expressed through an object,

namely Boardman Hall, as shown below.

Object. Code = 00 1999

Object. Type = Building

Object.Nume = Boardman Hall

0bject.X = 1345.32
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Object. Y = 1409.44

0bject.Z = 32.44

Object.Area = 450.72

2.1.2.2 Spatial Queries

In order to support the spatial component within the structure of a traditional

database management system (DBMS), two different architectures can be identified,

based on their approach in integrating spatial and non-spatial data.

The first one is the dual architecture spatial database that extends DBMSs by

adding a parallel spatial subsystem to store and manipulate spatial data. Object attributes

are decomposed in spatial and non-spatial, and are stored separately. Examples of dual

architecture systems are the GEOgraphic Query Language (GEOQL) (Ooi and Davis,

1989) and the Spatial And Non-spatial Database system (SAND) (Esperanca and Samet,

1997). Other approaches include Query-by-Pictorial-Example (Chang and Fu, 1980) and

a Quel extension for image processing (Embey and Nagy, 1986). As described in

Egenhofer (1992), query languages that treat space as an extension find it difficult to

incorporate and express spatial complexity in their models.

Extensive spatial database architectures are another way to incorporate support

for spatial operations. In this approach, operations that manipulate spatial data types

(SDT) are added directly to the DBMS kernel. This allows customization in the structure

and the behavior of SDT. In addition to that, SDTs are treated at the same level as

traditional field types (e.g., integer, string). As an example we could mention GRAL,

where relational algebra is used as its query language, query plans and optimization rules

(Becker and Guting, 1992).
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2.1.2.3 Spatial Granularity

An inherent property of objects in the world is that they can only be perceived as

meaningful entities over certain ranges of space scales. Therefore if one aims at

describing the structure of unknown real-world signals, then a multi-scale representation

of data is of primary importance.

Scale is neither a new issue, nor is restricted to geographic information scientists

(Goodchild and Proctor, 1997). Scale variations have long been known to constrain the

detail with which information can be observed, represented, analyzed, and

communicated. Changing the scale of data without first understanding the effects of such

action can result in the representation of processes or patterns that are different from

those intended. The spatial scaling problem presents one of major impediments, both

conceptually and methodologically, to advancing all sciences that use geographic

information. In today’s information era, massive amounts of geographic data are

collected from various sources, often at different scales. Before these datasets can be used

for problem solving, fundamental issues describing this multiscale integration must be

addressed.

Issues of scale affect nearly every GIS application and involve questions of scale

cognition, the scale or range of scales over which phenomena can be recognized, optimal

digital representations, technology and methodology of data observation, generalization,

and information communication. These are very different types of questions. Effective

research in the area of scale requires interdisciplinary efforts of geographers, spatial

geostatisticians, cartographers, remote sensing specialists, domain experts, cognitive

scientists, and computer scientists. Recent attention is focused on formalizing the concept
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of scale, on developing theory, and on exploring robust methods for information

representation, analysis, and communication across multiple scales. Research on scale

has been presented in geography (Hudson, 1992), remote sensing applications of GIS

(Quattrochi and Goodchild, 1997), cartography (Buttenfield  and McMaster, 199 l), spatial

statistics (Wong and Amrhein, 1996), hydrology (Sivapalan and Kahna, 1995), and

ecology (Ehleringer and Field, 1993) among other areas.

In the vector domain several attempts can be sited in generalizing shapes (de Berg

et al., 1997) and digital elevation models (Floriani et al., 1996). In the raster domain and

in particular the computer vision community has developed a special type of multi-scale

representation, the scale-space representation (Witkin et al, 1986) in order to handle

image structures at different scales in a consistent manner. The basic idea is to embed the

original signal into a one (uniform scale along X and Y directions) or two (separate scale

factor on X and Y directions respectively) parameter families of gradually smoothed

signals. With this approach the fine scale details are successively suppressed.

Scale-space concepts were introduced in the seventies in the form of hierarchical

information structures (Tanimoto and Pavlidis, 1975). The first formal representation and

development is credited to Witkin (1983). Following that, a number of approaches to

multi-scale representations have been developed, which are more or less related to scale-

space theory, notably the theories of pyramids (Burt, 1984; Meer et al., 1987) wavelets

(Mallat, 1989) and multi-grid methods (Lindeberg, 1994). Despite their qualitative

differences, the increasing popularity of each of these approaches indicates that the

crucial notion of scale is increasingly appreciated by the computer vision community and

by researchers in other related fields, such as remote sensing and GIS.
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2.1.3 Temporal Domain

2.1.3.1 Modeling Time

Time is a critical aspect when modeling changes. This brief literature review of

temporal modeling begins with a presentation of how time is conceived and extends to

existing temporal database models.

Several models of time have been adopted to represent temporal information in an

efficient way. In the linear model, time advances step by step from the past to the future.

The cyclic model is used for recurrent processes like seasons, months and weeks. In the

branching model several parallel time lines exist, representing dependencies between

entities. A time model can be discrete or continuous. Discrete models adopt a structure of

points in time that are isomorphic to the natural numbers, so each point has a single

successor. In the case of continuous model, the time structure is isomorphic to the real

numbers so no gaps exist. A more thorough analysis of time models can be found in

Frank (1998).

When a time value is associated to an object, a time-stamp is assigned. Time-

stamps can either be discrete, corresponding to time instants (Montanari and Percini,

1993), or continuous creating time intervals (Allen, 1983). AllenS work has provided

some advantages, mostly concentrated on temporal reasoning, by allowing insertion of

uncertainty and flexibility in the events order.

In current temporal systems, two time dimensions are of general interest in the

context of databases, the transaction and the valid time (Snodgrass, 1992). The valid time

of a fact is the time when the fact is true in the modeled reality and is typically supplied
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by the user. The transaction time is the time that the fact is recorded in the database.

Transaction times are system generated and monotonically increasing.

A temporal database is categorized as transaction-time, valid-time or bitemporal

(Kumar et al, 1998), according to which temporal dimension(s) it supports. In a more

formal way, database models may be classified according to their consideration of time as

follows (Snodgrass, 1992):

1. Static databases. This case represents most of the traditional databases. No

support for time is incorporated, and only the latest version of data is recorded,

without any ability to reconstruct temporal sequences.

2. Static rollback databases. In this type of database, transaction time is

recorded in an indexing form, but the user is not allowed to make any modifications

to the previous states.

3. Historical databases. These databases provide the ability to capture the

valid time of the events recorded. Users can navigate through different time instances,

but no modifications can be made.

4. Bitemporul  databases. Clearly both transaction and valid time are needed

in order to model reality. This is the most recent and successful type of temporal

database. Both transaction and valid time are captured (Snodgrass and Ahn, 1985;

Armstrong, 1988; Al-Taha and Barrera, 1990) and both system and systems content

time changes are tracked (Snodgrass and Ahn, 1985; Snodgrass, 1992).

For a more detailed overview of existing approaches the reader is referred to Tansel et al.,

(1993) Tsotras and Kumar, (1996) Ozsoyoglu and Snodgrass, (1995).
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2.1.3.2 Temporal Queries

Optimizing temporal queries is a much harder task than that of conventional

queries. First the relations that the time component introduces add significant complexity

to the formal representation of such a language. Second the predicates used in temporal

queries are harder to optimize. In traditional database applications, predicates usually

have an equality form (e.g., name = Boardman Hall). In temporal queries the case of

inequality predicates (e.g., time > 11/2/l 998) appear more often, thus making the internal

structure a more involved process.

On the other hand using time in a query process offers a significant advantage in

optimization and indexing. Time advances in one direction, allowing natural clustering

and sorting order. Also, many relations are contiguous in time, for example one starting

directly after the other.

Several languages have been proposed for querying temporal databases, like

TQUEL (Snodgrass, 1987), TOSQL (Ariav, 1986) and HSQL (Sarda, 1990). Lately,

TSQL2 has combined many years of research results into a single, comprehensive

language (Snodgrass et al., 1995). Some of its components are incorporated in a part of

SQL3, called SQL/Temporal.

A comprehensive overview of temporal indexing strategies may be found in

Salzberg and Tsotras (1999). Some of these indexes are based on B’ trees, performing

indexing of values on a single key, while some others try to index ranges of multiple

keys, by following an R tree approach.
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2.1.3.3 Temporal Granularity

The inclusion of multi-temporal resolution (also defined as temporal granularity)

in temporal databases is the focus of many researchers in the active field of temporal

databases. They are mostly driven by implementation issues, and the majority of the

approaches consider only temporal data, not spatiotemporal as it is later analyzed in

section 2.1.4.3.

We begin our overview with Anderson’s work, since he is considered to be a

pioneer in the research for modeling time resolution (Anderson, 1982). Anderson pointed

out the need to model times at multiple granularities. Clifford and Rao further developed

Anderson’s framework by adding a granularity chain (a complete ordering of

granularities) and finer granularity conversions between times (Clifford and Rao, 1987).

Wiederhold et al. made Clifford’s and Rae’s theoretical work more concrete by

proposing specific semantics for temporal comparisons at mixed granularities

(Wiederhold et al., 1991). Wang et al. generalized the granularity chain to a lattice and

proposed semantics for moving times up and down the lattice (Wang et al., 1993). They

also proposed temporal modules and extended temporal modules that provide access to

temporal relations via windowing functions, each in terms of a different time unit.

Barbie and Pernici discuss relative, absolute, periodic, and imprecise times at

different Gregorian granularities for office information systems in the context of

constraint triggers (Barbie and Pemici, 1985). Montanari et al. investigated a slightly

different problem, that of extending the granularity chain to cover macro-events, i.e.,

events with duration (Montanari et al., 1992).
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Relevant work on time granularities has been performed also in other areas such

as logic programming (Montanari et al., 1992) and real time system specification

(Ciapessoni et al., 1993). In these papers the emphasis is on embedding temporal

granularity notions into a logical formalism. Finally, several papers address the

representation and implementation of calendars and granularities (Chandra et al., 1994;

Leban et al., 1986; Niezette and Stevenne, 1992). The set of granularities expressible in

these proposals is often characterized only by a representation language.

2.1.4 Spatiotemporal Domain

2.1.4.1 Spatiotemporal Modeling

Spatiotemporal applications deal with time-varying spatial data. These two

components have mostly been treated as independent domains of research, and a simple

combination of spatial and temporal theories is not adequate to embrace all the new

issues raised by their integration. The main reasons lie in the complexity of their

components: space by itself is a complex and intricate issue, involving, among others,

position of objects, and spatial attributes that change values depending on specific

locations (Peuquet and Wentz, 1994). On the other hand, research on temporal issues is

related mainly to physical design aspects and improvements of systems performance

(Ozsoyoglu and Snodgrass, 1995).

Several methods have been introduced that deal with the combined effort of

spatial and temporal information. Story and Worboys (1995) proposed a design support

environment for spatiotemporal databases, focusing on the integration of time application

data. Allen et al. (1995) presented a generic model consisting of objects, states, events

and conditions for explicitly representing casual links within a spatiotemporal GIS.
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Worboys (1994) proposes a unified model for information which is referenced to two

spatial dimensions and two temporal dimensions (database and event times). Claramunt

et al. (1997) present a set of design patterns for spatiotemporal processes expressed in an

object-relational data model. Hazelton (1998) discusses some of the operational

requirements of a multi-temporal 4-D GIS, and describes the role of the data structure

and software architecture in realizing these requirements. Often domain experts give their

own solutions and modeling techniques to these issues, mainly driven by the need for fast

and applicable answers. The result is spatiotemporal systems tightly coupled with specific

software and hardware (Batty and Xie, 1994a; Batty and Xie, 1994b; Yuan, 1994).

A very promising effort began in Europe in 1996 with the Chorochronos project

(Chorochronos, 2000). A variety of papers address spatiotemporal modeling, fuzziness

and accuracy, querying methods spatial and temporal resolution and other relevant topics.

In particular for spatiotemporal modeling a recent summary of this work can be found in

Tryfona and Jensen, (1999) and Sellis, (1999).

Outside the GIS community, spatiotemporal models are emerging as a very

important topic in several other disciplines including neurobiology and artificial neural

networks, optical engineering and physics. Many fundamental problems exist in this area.

Examples include understanding the capabilities of nonlinear dynamical systems on a

lattice and of networks of spiking neurons, both natural and artificial (Silva et al., 1997),

motion estimation through energy models (Adelson and Bergan, 1985), and statistical

descriptions of degrees of freedom in spatiotemporal chaos in the field of theoretical

physics (Cross and Tu, 1994).
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2.1.4.2 Spatiotemporal Queries

A review of the related literature, indicates a lack of a unifying approach to

spatiotemporal queries. A general notation for spatiotemporal queries was first attempted

by Tsotras et al. (1998). This notation associates each portion of the selection criteria

with one or more explicit attribute values, spatial dimensions, or temporal dimensions to

a descriptive entry. Query qualifications included point containment and interval

intersection.

Following the same distinction of 1D and 2D dimensions, moving points and

moving regions are considered basic abstractions in Erwig et al. (1999). In their research

moving points and moving regions are viewed as three-dimensional (2D space + time) or

higher-dimensional entities whose structure and behavior is captured by modeling them

as abstract data types. They propose a query method based on the above model.

A more detailed description, including implementation issues, is provided in

Erwig and Schneider (1999). In particular, they demonstrated how SQL can be extended

to enable spatiotemporal querying. They called this extended query language STQL

(Spatio-Temporal Query Language).

2.1.4.3 Spatiotemporal Granularity

In Shahar and Molina (1998) a theoretical framework and a case study was

presented for reusing the same conceptual and computational methodology for both

temporal abstraction and linear (unidimensional) space abstraction. The method used,

known as knowledge-based temporal abstraction, abstracts high-level concepts and
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patterns from time-stamped raw data using a formal theory of domain-specific temporal-

abstraction knowledge.

In Hornsby, (1999) and Hornsby and Egenhofer (1999) granularity is decomposed

into granularity of objects and transitions. This approach identifies the basics for

extending granularity concepts to the communication of a model, but is limited to

qualitative aspects of the spatiotemporal domain. Related work on the qualitative

spatiotemporal level is also provided in Euzenat, (1995).

Spatiotemporal granularity is also used in the image processing field. As an

example the work in Dumas et al., (2000) exploits the concept of granularity to design a

video metadata model that addresses both logical structuration and content annotation in

an orthogonal way.

2.2 Image-Based Change Detection Techniques

Image analysis is commonly faced with spatiotemporal change detection mostly

within the context of moving objects (Aggarwal and Nandhakumar, 1988; Irani and

Anandan, 1997; Yip and Pong, 1996; Zheng and Chellappa, 1995). The majority of the

algorithms that fall in this category work with raw sequences of images (i.e., video)

without incorporating prior knowledge in their analysis and without any interaction with

a broader spatiotemporal information environment.

Among the early attempts in detecting change through different representations

we recognize Lillestrand, whose approach was based on determining pixel intensity

changes (Lillestrand, 1972). Other notable examples may be found in Huang et al.,

(1994) Huertas and Nevatia (1996) and Chellappa et al. (1993).
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The approach introduced in this thesis is based on a modification of the image

matching problem. Therefore a literature review of past image-matching techniques is

provided below.

2.2.1 Image Matching Techniques

In computer vision, photogrammetry and remote sensing, matching can be defined

as the establishment of correspondences among two or more raster datasets. These

datasets are mostly digital images, but often may be maps, object models or other types

of GIS data. Many steps of the photogrammetric process are linked to matching in one

way or another such as:

0 interior orientation: the image of a fiducial is matched with a two-

dimensional model of the fiducial,

. relative orientation and point transfer in aerial triangulation: parts of one

image are matched with parts of other images in order to generate tie points,

0 absolute orientation: parts of the image are matched with a description of

control features (e.g. ground control points),

. generation of digital terrain models (DTM): parts of an image are matched

with parts of another image in order to generate three-dimensional object points,

0 image interpretation: parts of the image are matched with object models in

order to identify and localize the depicted scene objects.

Image matching involves the comparison of two dimensional representations of

three-dimensional objects. This projection of a 3-D space onto 2-D datasets induces

certain loss of information. This is most evident in the case of occlusions, where an
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object may be partially hidden due to the configuration of other objects at the capturing

scene and the specific sensor orientation. Image matching belongs to the class of so

called inverse problems, which are known to be ill-posed. A problem is ill-posed, if no

guarantee can be given that a solution exists, is unique, and is stable with respect to small

variations of the input data. Image matching is considered an ill-posed problem, because

for a given point in one image, a corresponding point may not exist due to occlusion,

there may be more than one possible match due to repetitive patterns or a semi-

transparent object surface, and the solution may be unstable with respect to noise due to

poor texture.

In order to find the solution of an ill-posed problem one usually has to employ an

optimization function that may exhibit many local extrema. This limits the pull-in range

of matching processes and requires the availability of precise a priori approximations of

the conjugate point locations. Other stringent requirements may also exist in determining

initial values for unknown parameters (e.g. approximations of rotations and/or scale

between two photos). Moreover, usually there is a large search space for these

parameters, and numerical instabilities may arise during the computations.

Ill-posed problems can be converted to well-posed problems by making use of

additional knowledge. Fortunately, a wide range of assumptions usually holds true when

dealing with photogrammetric imagery:

. the gray values of the various images have been acquired using one and

the same or at least similar spectral band(s),

. illumination and relevant atmospheric effects are constant during image

acquisition,
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0 the object surface is piecewise smooth and opaque, and exhibits a more or

less diffuse reflection function,

0 coarse initial values such as the approximate overlap between the images

or an average object height are commonly known.

Depending on the actual problem at hand additional assumptions may be

introduced, or some points of the above list may be violated. It is this mixture of

necessary assumptions, which makes the design of universal image matching algorithms

difficult, and has lead to the development of different algorithms in the past. Most

matching algorithms proposed in the literature contain implicitly or explicitly a

combination of assumptions about the depicted scene and the image acquisition

conditions.

Rather than trying to describe these algorithms as a whole it seems more

appropriate to categorize them based on the primitives that are selected for matching.

These primitives define the models used for geometric and radiometric mapping, the way

the optimal match is computed and the strategy employed to control the matching

algorithm.

2.2.2 Types of Matching Primitives

The distinction between different matching primitives is probably the most

prominent characteristic distinguishing various matching algorithms. One of the reasons

is that this selection influences the whole development of such an algorithm. The

primitives fall into two broad categories: gray value windows and image features

extracted a priori. The resulting algorithms are usually termed area-based matching

28



(ABM), and feature-based’ matching (FBM), respectively. Note that when talking about

ABM or FBM not only the selection of the primitives, but the whole matching process

are implied. Hybrid techniques also exist, combining the strengths of the first two

methods (Doom et al., 1990). In any case there is a choice between local and global

support for the primitives. The terms local and global are not sharply defined. Local

refers to an area seldom larger than about 50 * 50 pixels in image space, global means a

larger area and can comprise the whole image.

2.2.2.1 Area-based Matching

In area-based matching small windows composed of gray values serve as

matching primitives. The approach involves the extraction and precise matching of

conjugate pixel windows or patches (Fig. 2.1). Here we should note that the terms

“image window” and ‘Image patch” are synonymous in this context and are used

interchangeably in this thesis. These patches are in the form of two-dimensional arrays of

Area-based
M a t c h i n g  .

4 .‘,

Figure 2.1: Visualization of Area-based Matching

gray scale values. The gray values are regarded as samples of the continuous image

brightness function in image space, and concepts of signal processing can be employed

for further computations. Best match between these two patches is where their collective
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difference in gray values is minimized (Ackerman, 1984). The windows can be extracted

very fast, and the actual matching methods are rather straightforward. Also, ABM has a

high accuracy potential in well-textured image regions, and in some cases the resulting

accuracy can be quantified in terms of metric units.

A disadvantage of this approach is the sensitivity on actual gray values. The same

object might have different radiometric and geometric representations in two different

images. Such deviations can be caused by illumination and image perspective changes.

Blunders can occur in areas of occlusions, and poor or repetitive texture. To correlate

these different representations of the same object in two different patches, models

expressing geometric and radiometric transformations are used. Typically, a two-

dimensional affme transformation is used to describe the geometric relationship

combined with added parameters to eliminate the radiometric differences.

Another limitation of area-based matching is that it requires good approximations

for the initial patch locations (Baltsavias, 199 1). The ‘hull-in” range of this approach is

defined as the maximum distance between the initial approximate position of a patch and

its true conjugate position that can still be bridged and provide a correct match.

If ABM is applied locally, several techniques can be chosen, two of which are the

cross correlation method and the least squares matching approach (Fbrstner, 1982; Gruen

and Baltsavias, 1987). ABM can also be carried out globally using connected windows

(Rosenholm, 1987). In this case poor and repetitive texture can be successfully addressed

up to a certain extent.
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2.2.2.2 Feature-based Matching

In FBM, features are extracted from each image individually prior to matching

them. It is a model based on a matching strategy that proceeds from COWS~ to fine

(Greenfeld, 1987). The feature extraction can be done in a number of ways, depending on

the matching requirements (e.g. Forstner operator, edge detection filters). The result of

this extraction is a list containing the features and their descriptions for each image. Only

these lists are processed further. It should be noted that the features are discrete functions

of position: after feature extraction a feature either exists at a given position or it doesn’t.

Local features are points, edge elements, short edges or lines, and small regions.

Global features comprise polygons and more complex descriptions of the image content

called structures. In order to optimize the performance of FBM, features should be

distinct with respect to their neighborhood, invariant with respect to geometric and

radiometric influences, stable with respect to noise, and unique with respect to other

Itwe-based
rlatching

Figure 2.2: Visualization of Feature-Based Matching
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features (Forstner, 1986). A visualization of the FBM is shown in figure 2.2.

Features are more abstract descriptions of the image content. As compared to gray

value windows, features are in general more invariant with respect to geometric and

radiometric influences. Furthermore, unlike area-based matching, good initial locations

are not required before matching can begin. With geometric and/or statistical tests, the

lists of features are sequentially compared and the best matches recorded (Agouris, 1992;

Forstner, 1986; Grimson, 1985). Multiple and/or erroneous matches are eliminated

through a global consistency check using the image coordinates of matched features and

a priori information on the exposure geometry of the two images.

Each feature is characterized by a set of attributes. The most common of these

attributes is feature position, expressed by its image coordinates. Other attributes may

include edge orientation and strength (gradient across the edge) for edge elements, length

and curvature of edges and lines, and the size and average brightness for regions.

As mentioned, individual features may be combined to compose larger entities,

namely global features. Besides the attributes of the local features, relations between

these local features are introduced to characterize global features. These relations can be

geometric such as the angle between two adjacent polygon sides or the minimum distance

between two edges, radiometric such as the difference in gray value or gray value

variance between two adjacent regions or topologic, such as the notion that one feature is

contained in another. Matching composite features is often performed using relational

matching strategies (Shapiro and Haralick, 1987).

Feature extraction schemes are often computationally expensive and require a

number of free parameters and thresholds that must be chosen a priori. Moreover, it is

32



difficult to quantify this accuracy in metric units. In areas of low texture the density of

extracted features is usually sparse. For local features, uniqueness is difficult to be

achieved, and a large data volume must be handled. Global features are more seldom and

thus provide a better basis for a reliable matching. However, it is difficult to define and

extract global features, and they tend to be more application dependent then local

features. Local features have been used for matching (e.g. Barnard and Thompson, 1980;

Forstner, 1986; Hannah, 1989). In each case points were selected as features. In

(Vosselman, 1992; Cho, 1995) approaches for relational matching involving global

features were presented. In (Schenk et al., 1991) a combination of global and local

features was used.

2.2.2.3 Comparison and Combination of Area/Feature-Based Matching

By combining the two matching methods described above, an area/feature-based

matching approach can be introduced. The underlying concept is that feature detection is

used, on previously oriented imagery, to identify conjugate areas rich in information, in

essence providing the essential approximations for further processing with area-based

matching (Carswell, 1988; Greenfeld and Schenk, 1989). This combination of the two

methods is still on a hybrid level. The following table presents a direct comparison of

these two techniques (Agouris, 1992).
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Area-Based Matching

Good initial approximations are

Feature-Based Matching

Good approximations are not

erroneous mate

Can produce a dense regular grid of Matched points tend to have a sparse
matched points and irregular distribution

Table 2.2 : Comparison Between Area-Based and Feature-Based Matching
Methods.

In our case we formulate our combined method to incorporate prior knowledge.

Feature detection is not used in the sense of establishing good initial approximations,

since we assume that they already exist from previous time instances. As described in

Chapter 5, feature detection is used as an interpolating function while transferring the

pattern over the image, to compensate for noise and include prior knowledge for the edge

representation. The area-based matching step is expressed as a least squares matching

problem, developed to run in a differential mode.
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2.3 Summary

This chapter provided an overview of recent work in spatiotemporal modeling and

image-based change detection. This overview began by describing commonly used

database models. We emphasize existing work on modeling and querying in the spatial,

temporal and spatiotemporal domains. Each domain’s covered modeling, queries and

granularity issues. One of the findings of this overview was that even though the spatial

and the temporal domains have some broadly accepted theories, in the spatiotemporal

area there is no general and well-accepted approach to facilitate the current needs of a

multi-dimensional, multi-temporal, multi-source type geographical environment that

could handle change in an efficient way.

The second part of this chapter presented a brief overview of work on change

detection in the image domain. The general framework of the chosen approach (image

matching) was presented, and an emphasis was placed on the analysis of the specific

primitives used. Area- and Feature-based matching were presented with an analysis of the

advantages and constraints of each method.

The following chapters are associated with the contributions of this thesis in the

spatiotemporal field. We begin with chapter 3 that provides an overview of a new

spatiotemporal model.
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Chapter 3

Modeling Change

Understanding how objects evolve over time is a fundamental issue in modeling

the real world in an appropriate manner. Change and the processes of change need to be

formalized in order to create a useful spatiotemporal model. In current geographic

information systems only a small fraction of potential information resources is handled.

A relatively small amount of information is synthesized into map form. It is common

practice to have multiple sources of information containing multiple representations of

features that are reduced to a single representation. This process can eliminate useful

information and particularly information on change. Accordingly, these systems are

unsuitable for today’s applications, where geospatial information becomes increasingly

dynamic and spatiotemporal in nature.

In developing a model of change it is important to first consider the evidence or

basis for identifying change. In this thesis change is extracted through comparisons of

observations. Observations are mostly concentrated in the image domain and can include

satellite images, aerial or close-range photographs and video sequences. In addition to

that, other sources are incorporated to facilitate change detection, such as vector and

attribute data. Collectively these heterogeneous observations form the evidence for

identifying change through a novel image matching technique (Chapter 4).
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In this chapter we present a framework for the integration of digital images and

complementary GIS datasets in a model that provides explicit information about

spatiotemporal change. We make use of the SpatioTemporal Gazetteer (Beard and

Agouris, 1997) as a model that handles multiple information. Modifications on this model

are introduced based on specific needs that result from the image-based change detection.

Moreover, an expansion of the model to a broader spatiotemporal environment is

presented. The general components of the expanded model are shown and interaction

with the change detection analysis is discussed.

3.1 SpatioTemporal Gazetteer Model

In Beard and Agouris (1997) the SpatioTemporaZ Gazetteer (STG) was proposed

as a new model that makes more effective use of multiple information resources. This

spatiotemporal model is roughly based on a digital library model (Beard and Smith, 1998;

Beard et al., 1997; Goodchild 1998). The approach shares some of the characteristics of

the multimedia geographic information system, proposed by Lombard0 and Kemp (1997)

and symbolic description of image sequences using spatiotemporal logic (Del Bimbo et

al., 1995). The model consists of a repository of heterogeneous information sources, with

a set of indexing structures to organize and access them (Fig. 3.1).

37



c-----------------

f Spatio-temporal Gazetteer ‘I

I

L----------------- /

Figure 3.1: Conceptual Model of Integrated Spatiotemporal Gazetteer and
Multimedia Information Store (Beard and Agouris, 1997).

3.1.1 Multimedia Information Store

The repository of information sources is referred to as the mzdtimedia information

store (MIS). It can include imagery, maps, video, text documents such as books,

newspaper reports, and magazines, and scientific data sets such as meteorological or

oceanographic observations. The goal of the MIS is to provide a continually growing

repository with new information potentially added on a daily or even more frequent basis.

This repository need not be a single site, but could be a multinode distributed repository

(e.g., NSDI clearinghouse nodes).

The multimedia information store is characterized as an implicit information store

since there is a large volume of information in an individual information source such as a

satellite image and even greater volumes in combinations of information sources (e.g.,
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maps and images). Individual units within the information store are referred to as

information objects.

3.1.2 Spatiotemporal Gazetteer

The SpatioTemporal  Gazetteer is an indexing structure over the multimedia

information store and is the key mechanism for representing latent information contained

in the multimedia information store as change information. Components of the gazetteer

store explicit change information. The gazetteer consists of several subcomponents that

include:

0 a geographic entity register,

l a spatial representation register,

l a thematic state register, and

0 a movement register.

The geographic entity register maintains a record of identified spatiotemporal

entities. The spatial representation register like the thematic and the movement registers,

is a collection of relations between geographic objects and individual information objects

from the information store. This register tracks the multiple spatial configurations that are

possible for geographic objects. The thematic state register tracks states of geographic

entities as provided by specific information objects. States are multidimensional so a

geographic object may have several concurrent states. The movement register is a

collection of relations between geographic entities and pairs of information objects and it

tracks movement. A more detailed description of each component can be found in

(Agouris et al, 2000~).
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3.2 Spatiotemporal Gazetteer Modifications

The major goal of this thesis is to detect changes in digital imagery. In order to

integrate this image analysis technique with a spatiotemporal environment, a model

should be introduced. We make use of the SpatioTemporal Gazetteer (Beard and Agouris,

1997) as described in Section 3.1 and we introduce modifications on the existing model

based on specific needs that result from the image-based change detection.

3.2.1 Space over Time or Time over Space?

A spatiotemporal object is dynamic and the appropriate reference system should

be created to project spatiotemporal information. Strictly speaking, in the spatiotemporal

domain we cannot have spatial objects that do not have a temporal representation, and

temporal objects that do not have a spatial extent. In spatiotemporal GIS applications the

spatial parameters are observed over time. So the temporal domain is acting as the

reference system for the spatial one. In such systems and in order to retrieve spatial

information we should establish mapping functions that project the temporal domain over

the spatial one, so for one temporal instance we can have the corresponding spatial

instance.

Following the majority of GIS approaches, within our spatiotemporal

environment change is addressed as the evolution of space over time and not time over

space. In order to justify this, let5 assume that we use as a reference the spatial domain.

We would need to create functions (F,) that project time (T) over space (S), so in one

spatial instance, we know the corresponding temporal instance. In addition to that, spatial
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constraints (si, ~2) for that function should exist showing its spatial extent. The mapping

function is formulated as follows:

T(S) = F,(S), where si < S < s2 (3.1)

The problem in this case is that this function is one-to-many because one input

can result to many outputs. One spatial property can be the same over a time interval, so

going from the spatial domain to the temporal would not give us a unique solution. For

example the position of a car might be the same in two temporal instances, but if a spatial

reference system is used, we cannot know to which of the two times that spatial instance

corresponds. Therefore even if we know the input, the output cannot be calculated in all

cases.

The other approach would be to use time as the reference system. Here we should

note that time is considered as a linear, constantly increasing function. Our system treats

time as it is in reality, linear and continuous. Other time models, such as the cyclic one,

are conceptual models of time, efficient in some cases to implement, but not appropriate

for a general spatiotemporal framework. If the issue of a cyclic model arises, then that

model should be backprojected in reality and then inserted in our proposed model.

So the relation (F,) that projects space (S) in time (T) for a time interval (ti,t2)

would be:

S(T) = F,(T), where ti < T < t2

By examining the above function, we can realize that the problem mentioned

above is solved. For one time instance we know the unique corresponding space instance.

For the example given above only one position of the car can correspond to a specific
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time instance. Due to this many-to-one relationship, spatiotemporal relations are

addressed as spatial relations over time.

The S(T) function expresses the relation between time and space. Our goal though

is to describe changes of space over time. So we need to define new functions that

express that. One way to do this would be to differentiate the above function so we come

up with:

AS(T) = aS(T) aFs(T), where ti < T < t2
aT aT

(3.3)

where ? S(T) is the spatial change function over time. Another approach would be to

define new functions that describe directly the spatial change over time (F? s):

AS(T) = F,,(T) , where ti < T < t2 (3.4)

In either case, within our model, time is the chosen reference system for spatiotemporal

change.

3.2.2 Change-Oriented Design

As it was discussed earlier for each spatiotemporal object the temporal domain is

used as a reference system. The question is how a spatiotemporal object can be

represented within a spatiotemporal model. Currently two database design approaches are

available for handling spatial data - the relational and the object-oriented (Fig. 3.2). The

debate in the research community is still very active on which model is more appropriate.

For our case which handles spatiotemporal data the object-oriented model is chosen.

With this we try to model change that appears in the spatiotemporal space through an

aggregation of changes that appear in discrete spatiotemporal objects over that space.

This approach provides some advantages over the relational model, because:
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l The object model is consistent with our change detection approach (Chapter 4),

where spatiotemporal changes are expressed through changes on discrete objects.

l Objects can be considered as instances of classes, which allows behavior

modeling.

l Class inheritance and propagation extends querying capabilities with multi-

resolutional navigation.

l The object model allows complex objects to be attribute domains; this is

prohibited in the relational model.

l The object model is much easier to implement from the software engineers

point of view and provides high capabilities for customization.

r Databases

Figure 3.2: Database Models

One of the major goals of each database design is to ensure minimal redundancy

and maximum efficiency. In a traditional approach using object-oriented design

representations of objects are stored from different time instances. In this case change

would be handled in an implicit way, in essence calculated and not stored. This would

have a significant impact in the two optimization factors mentioned above. First, a

significant amount of redundant information would be available, since the same
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representations of the same object would be stored. Second, the critical communication

system would have to compute change each time, decreasing considerably performance.

To compensate for the problems arising from object representations, this design

model is extended to perform in a differential mode creating a change-oriented approach.

This model is still an object-oriented one, but primitives (objects) for this approach are

the changes that appear on observed geographic objects. Reasoning for the chosen

approach is found in the efficiency and redundancy areas, respectively, as described in

the following two sections.

3.2.2.1 Maximum Efficiency

Let Oj be an object from the set of objects (0), and that object is observed in a

subset T, of the set of time instances (T). So we have:

Oj E O,T,, E Twith T, =[0,t,,t2,t3 ,..., t,] (3.5)

We claim that the representation of an object at a time instance t,, can be

expressed as the accumulation of changes that appeared from the time that the object was

created until time tn.

0: =lo”ao, (3.6)

If we disintegrate the above integral based on the subset T,, we have:

0) =p30, +po, +...+Jfn t30j
Ll (3.7)

With this we represent an object in time through the accumulated changes that

appeared in that time. We store change directly in an explicit way and not implicitly by

saving different representations of geographic object through time. A very important
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intermediate step can be introduced between object representations and change detection.

Through reasoning, object changes can be distinguished from different representations of

the same, non-changed object. This contributes to minimizing redundancy, as we will see

later, but mostly provides validity for the stored representations.

Maximum efficiency for handling spatiotemporal change is achieved with this

change-oriented approach, since change is directly available within our environment.

Change information is retrieved quickly, without any computations, permitting real-time

communication times. If change is not what the user wants, but a state of an object at a

specific time, even though this is not the objective of this proposed environment, we still

allow that operation implicitly by reconstructing object states through change

accumulations.

3.2.2.2 Minimal Redundancy

Let’s assume that change exists in a multi-dimensional set RP, where p is the

number of dimensions. If we apply that on the equation (3.7) as far as dimensionality is

concerned we have:

(3.8)

where p, +p2 +...+p, In*p. (3.9)

This equation is the key to providing minimal redundancy in our system. We save

only change information, and more specifically only the dimensions of change that are

modified. With this approach we can always ensure minimal redundancy by reducing a

multi-dimensional problem to its minimal modified dimensions.
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Because no change is still considered change information, a detailed description is

stored for the dimensions that changed, and an indexed change information structure is

created for the dimensions that were not altered.

3.2.2.3 Decomposing Change

In order to model change in a complete way, a framework should be established

to include all its aspects. The previous section presented the need for handling a multi-

dimensional problem based on its minimal modified dimensions to ensure minimal

redundancy. In order to achieve this, a multi-dimensional change decomposition is

performed. The ultimate goal is to express the multi-dimensional change by a set of 1-D

elements, in essence the attributes stored in our database(s).

Let’s assume that change exists in a multi-dimensional set R”. We decompose

change as an aggregation of j subset spaces,

R” = [C;’ ,C;z,...,C;k] (3.10)

where Cl, CZ,... ,Cdefine multidimensional subspaces of change, and al, az,.., ak are the

corresponding dimensions of each subspace. In a way these subspaces act as the bases of

the multi-dimensional change space (R”). It should be noted that optimally no overlap

should exist between these subspaces, so

ai+a2+. . . +@= n (3.11)

meaning that the same change dimension cannot be expressed by different subspaces.

By applying the same decomposition for each non-one-dimensional subspace, for

example C:l with arfl, we have:

cy = [Cp‘; $2;; ,...,c;g
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where Cri are the lower dimensional subspaces that each subspace is further decomposed

into. Similarly to the previous decomposition, b, are the dimensions of those subspaces,

with

br+bz+. . . +b = al (3.13)

to ensure validity of our decomposition. We keep on decomposing each subspace until

we come up with 1-D subspaces, which are the attributes of change.

As previously mentioned, optimality is achieved if minimum overlap exists. That

does not mean that there should be no correlation between the 1-D subspaces. For

example the material of the road might be related with the width of the road. And the

same can be claimed for the shape of the car (e.g. open doors) and its speed. Another

issue that should be discussed is the relation of the change attributes stored in our system

and the actual changes that appear in reality. For the example of a car, what is observed

in the real world when a car moves is the change at the X,Y,Z coordinates of the parts

(molecules) that form the car. In most databases, it is meaningless to store the movement

of the car in such a way. Thus, conceptual representations of this movement are created,

for example the movement of the center of gravity. Moreover, the sets of coordinates for

the center of gravity can be replaced by types of functions describing the path. Within our

model we generalize reality by this set of 1-D elements of change. They can be detailed,

as in the center of gravity, or more abstract, as saving the type of path (e.g. linear, curve).

Therefore, with this approach it is up to the user and the application to define their own

dimensional configuration that will act as the bases of change.
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3.2.3 Conceptual Implementation

The theoretical issues that should be taken under consideration were presented

above. In order to address them within the context of our model we extend the existing

Gazetteer model by introducing a Differential Spatiotemporal  Gazetteer (DSTG). The

term “differential” is used to emphasize the purpose of this design, which is to handle

change explicitly and not implicitly through different representations of objects. We

extend the model to handle change primitives directly following a change-oriented

approach. We store an initial state of the object (in essence change from non-existence)

and subsequent changes. An object representation at time t” is obtained as the aggregation

of to and all subsequent changes ? ti-l,i, for i=l,. . . n.

Our approach is derived from the need to manipulate objects that “can be

represented and iden@ed in the image domain ‘I. The common factor in this information

is that some type of space-time coordinates exist. Either one or both of these coordinates

may be precise or, to a certain degree, tizzy. For example, the duration of a river outline

change (e.g., flood) may be difficult to pinpoint, and the same may be said about its

spatial extent. The objects that are examined are restricted to physical objects such as

roads, buildings, cars, islands, lakes, rivers and land parcels. Conceptual objects (entities)

are beyond the scope of this thesis (e.g. countries). Therefore the use of geographical

objects refers to physical objects.

3.2.3.1 Geographic Identity Information Level

The Geographic Identity Information Level (GIIL) in the DSTG corresponds to

the geographic entity register as presented in the original STG. The content of this
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conceptual level of information is modified to express physical objects and not entities.

The attributes remain the same, but address objects that can be identified in imagery.

3.2.3.2 Child Information Level

The gazetteer comprises sub-components that describe property changes on

specific objects. The objective is to have minimal overlap between components, while

maximizing their aggregate content. In the pre-existing STG model, three multi-

dimensional groupings are recognized, forming the spatial representation register, the

thematic state register, and the movement register. Extending this classification we claim

that it should not be fixed but rather flexible. Depending on the application, change is

perceived in different ways. Some attributes might be of interest, some others not. Even

the same attributes might be handled in a different way. For instance, the color of an

aircraft in an infrared image might be classified as a thematic attribute, or a movement

attribute since it betrays recent or future movement. In a higher reasoning level, different

groupings of attributes may be introduced to facilitate specific needs. A video sequence

of a man rotating his hands could be interpreted as:

. shape deformation (e.g., by an athletic trainer watching the muscles of an

athlete),

. movement (e.g., by a driver watching a car traffic controller), and

m thematic change (e.g., by a doctor watching his patient’s face color).

To compensate for the multiple interpretations of change, we propose a more

general framework that expands the three predefmed registers. We express actual

characteristics of change at the object level through a collection of child information
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levels. Change is stored directly and representations of objects are reconstructed through

change accumulation. Each child collection corresponds to a specific dimension subset of

change with the attributes defining the one-dimensional sets of the final change

decomposition. It can inherit the form of a traditional object-oriented database, with the

difference being that the attributes express change in a discrete mode. In a more advanced

case, functions can be stored that express change in the attribute(s) in a continuous way

where that is feasible.

This structure provides to the user the flexibility to assign properties of interest

and in a more abstract level conceptually group these properties. In doing so change

information is filtered in two ways. First, redundant information is disregarded, and

second, change is expressed in our environment through the user eyes. As shown in the

above example of a moving man, parameterization  of change is essential in order to

compensate for the different perceptions of reality and in essence change.

The selection of the child information sources can be based on different criteria,

depending on the application. Optimality is achieved in defining child information source

if:

l independence between them exists to ensure minimal redundancy, and

l completeness to describe all essential properties.

Accordingly, an optimal segmentation of the child information space will approximate

semantically a base in the object’s change space. However, optimality is not a necessary

condition when deciding the content of these child sources. Often, pre-existing

constraints (e.g. standards and practice conventions) dictate the assumption of specific

child structure.

50



As mentioned before, the child information level expresses grouping of

dimensions in a conceptually meaningful way. If each child source represents n change

dimensions, then the final dimensionality of that source would be n+l, since these

dimensions have to be projected on the time reference system. The final choice of

grouping depends on the application and the physical objects under examination.

Applying the change-oriented approach to the existing STG three child registers

would be created corresponding to the spatial representation register, the movement

register, and the thematic state register. Within these child registers the following

modifications should be made to compensate for the fact that we are storing change

information explicitly and not implicitly through different object representations:

A)

B)

0

The spatial representation register would now store changes in the spatial

representation of the object as extracted from the information object.

In the movement register changes in shift and/or rotation information indicating

movement in the 3-D space would be stored.

Similarly to the previous two, the thematic register would record changes in,

instead of multiple versions of, objects.

3.2.3.3 Change Indexing Information Level

As mentioned before, in the DSTG, change is represented explicitly in the model.

Another major advantage of this approach is the ability to create indexing structures that

directly express change. To benefit from this, a new component is introduced in our

DSTG, the Change Indexing Information Level (CIIL). This level provides the essential

multi-dimensional indexing mechanism (Langran, 1993), with flags to all the attributes of
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the child sources that have been modified. In other words this indexing structure is

showing whether change has occurred in a specific dimension. This allows fast retrieval

of change information, especially when the user is not interested in a detailed description

of change. More information of this information level is provided in Section 3.3.2.

3.2.3.4 Differential Spatiotemporal Gazetteer Structure

The structure of the DSTG is shown in figure 3.3. Our DSTG is composed of a

Geographic Identity Information Level, a Change Indexing Information Level and a

number of child information sources. From the change dimensionality point, the DSTG

can be considered the space of extracted change, the child sources being the change

subspaces, and the instances in these databases the 1-D subspaces expressing change. The

indexing mechanism in the 1-D subspaces (attributes) is the Change Indexing

Information Level, showing whether these change elements are modified or not. A more

general description of change, addressed at the object existence level, is expressed

through the Geographic Identity Information Level.

Figure 3.3: Differential Spatiotemporal Gazetteer Structure
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3.2.3.5 Mathematical Dependency between DSTG Components

The next step in our modeling is to explore relations between the components of

the DSTG. These relations can be explored if we start from the child information level

and move towards the more generalized indexes. Let’s assume that one of the properties

we are interested in is the size of a house. We observe this attribute, and after our change

detection the graph of figure 3.4 is created, showing the function of size over a time

Figure 3.4: Expressing Objects Property (House Size) through Time

interval. Since DSTG saves changes in objects, the corresponding values stored in the

child level are represented through the first derivative of the size function (Fig. 3.5).

The nodes with larger marks denote that there is no change, so actually nothing is

Figure 3.5: Expressing Change at the Objects property (Change in House Size)
through Time
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saved at the child level, except a pointer to the CIIL. As we mentioned, CIIL shows if an

attribute of change has been modified or not. If that attribute is a quantitative one, like the

size of a house, then this corresponds to a boolean operator on the first derivative of the

size function. If the first derivative is zero (on observed, not interpolated values) then that

means the “change attribute” is zero, so no change exists. Otherwise, a modification has

taken place (Fig. 3.6).

CIIL

Not Changed

Time

Figure 3.6: Expressing Existence of Change at the Object’s Property (Existence of
Change in House Size) through Time

We can also introduce reasoning in this process and correlate the existence of an

object with its attribute values. So for the above example, the GIIL representation for that

object over that time interval is formulated accordingly (Fig. 3.7). Where the size of the

house is zero then that object stops existing, otherwise continues to exist. Interpolation

issues between the observed points are not addressed in this analysis.
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Figure 3.7: Existence of House as expressed through the House Size over Time

3.3 Granularity Issues in Querying and Designing the Differential

Spatiotemporal Gazetteer

A significant functionality of a spatiotemporal model is the ability to express

explicitly changes that may be found implicitly in various sources and object

representations. Defining a common measurement framework to express spatiotemporal

change is a challenging task, as meaningful changes vary according to level of detail,

nature of application, and type of object. Furthermore, the context of change, as

determined by applications and user needs and queries, can be considered to be spatial in

nature, temporal, or a combination of both. The communication of this change requires

the consideration of users who have diverse needs, and exhibit various levels of

understanding of the content and organizational schemata of the databases that they
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In (Mountrakis et al, 2000) the problem of spatiotemporal database queries is

addressed by assisting user navigation in multiple spatiotemporal granularities. In this

paper a novel concept in detecting and propagating change, the hierarchical classzjication

of change resolution is introduced. A dynamic classification scheme is presented to

support change monitoring and communication of spatiotemporal objects. A sliding rule

paradigm is employed to support navigation through multiresolutional data. With this

approach the concept of granularity is extended in the query process of a spatiotemporal

model.

In the following sections an intuitive generalization of change in levels of detail is

presented and its interaction with the DSTG is explained. We introduce a query

translation that specifies the input datasets for the change detection. Further analysis of

this spatiotemporal querying method is beyond the scope of this thesis.

3.3.1 Categorizing Queries by Level of Detail

In a querying process, the user is trying to extract specific information from a

model representing the reality. However, in every modeling attempt a generalization of

reality is performed. One of the keys to successful modeling is how close it is to the user

needs. Projecting this concept to the application of queries its translation would be to

return information as close to the desired information as possible. In a complex

environment though if a fixed generalization is chosen the environment is significantly

constrained. That does not mean that a filtering procedure for disregarding too specific or

too general information should not exist. But within this ‘kesolutional” framework the

56



user should have the ability to define his/her own resolution and extract information

meeting his/her interest.

In order to achieve that a general classification for change is proposed. This

classification as described in (Mountrakis et al, 2000) acts as the tool that will allow the

navigation of users in multiple resolutions. In this intuitive classification, we introduce a

hierarchical structure to categorize spatiotemporal queries according to their level of

detail. The backbone of this hierarchy is based on the following three levels of change.

1) Existence of Object

At the first level, a boolean query can be performed to detect whether an object

exists or not (Query Level 1). This is a single-source query, which can be applied

repeatedly, but there is no dependency between the sources used. At this level, the object

is treated as a black box with no further spatiotemporal attributes. This type of query has

been referred to as identity-based query (Hornsby and Egenhofer, 2000).

2) Existence of Object Change

At this level, the user can have a simple Yes/No answer to a query whether any

evidence of change (other than existence) for a specific object has appeared. This query is

differential in nature, since two or more sources are required. Queries of this type

(Hazelton, 1991) examine objects in a more detailed way, but still particular change

attributes are not considered.

57



3) Characteristics of Object Change

This is the most detailed level, where a complete description of all the attributes

of the object that changed is provided. As this is also a differential query, at least two

sources are needed.

3.3.2 Dependency of Database Design and Levels of Detail

As described in Section 3.2, the proposed gazetteer model consists of a

Geographic Identity Information Level (GIIL), a Change Indexing Information Level

(CIIL) and a number of child sources at the child information level. One of the reasons

that this structure was chosen is based on the need to support spatiotemporal queries at

different levels of detail.

At the coarser level, the database stores information about existence through time

in the Geographic Identity Information Level. Queries of type 1 (see previous section)

can be addressed at this level (GIIL, Query Level 1 of Fig. 3.8). Queries of type 2, which

Query Level 1

C h a n g e  
Indexing

Information

1 Child 2 111 I ChilId n

Figure 3.8: Dependency of Database Design and Levels of Detail
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involve the existence of object change, can be resolved only by accessing the Change

Indexing Information Level (CIIL, Query Level 2 of Fig. 3.8). If a detailed description of

object change is requested then the child sources are accessed (child, Query Level 3 of

Fig. 3.8).

It should be noted here that the above model structure and query configuration is

assuming a multi-resolutional approach. If the goal of a specific spatiotemporal

environment is to model specific changes at specific resolutions from specific datasets

and the querying resolution is fixed, then the above structure would significantly increase

the cost of application and decrease performance. On the other hand, if a multi-

resolutional method is chosen, the benefits of this model structure are evident, as

explained below.

The goal behind the chosen architecture is to limit access to the child sources, and

improve query response time. This is critical in the case of a multi-node approach

(Intranet, Internet, etc) or even larger organized distributed environments, like the

National Spatial Database Infrastructure. It enhances performance, since in a number of

cases only indices should be accessed, without the need to interact with the more time-

consuming child sources. So for example if the query requests change information on a

car’s X coordinate, the information flow will follow a coarser to finer resolution path.

First the GIIL will show whether this car still exists, and if it does the CIIL will be

accessed. Based on the indexing structure for this property, information from the

appropriate child source(s) will be retrieved.

The correspondence of the three query levels to specific information levels is the

general approach followed in this thesis. Nevertheless, the query levels do not necessarily
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have to point to specific information level. A more detailed analysis can be performed to

relate attributes of the child level, or group child sources together. More complex

structures can combine attributes from the CIIL and the child sources. This exploration is

left for future work.

3.3.3 Spatiotemporal Granularity Metrics

3.3.3.1 Minimum Spatial Element

In order to establish a resolution reference for change in the spatial domain the

term of the Minimum Spatial Element (MSE) is presented. The MSE expresses the spatial

resolution of the recorded change and can have an absolute or a relative value. For

example, the MSE of the building class can be a cube of lm x lm x lm volume. In this

case, only changes larger than this element are returned to a query on whether something

has changed in a building object. But the real flexibility that MSE provides is when a

relative value from a tree structure expressing granularity of change in the spatial domain

is assigned. For the same example, the building class can have as a MSE the wing, room,

or brick class. If one expands this to other object types (classes) that might exist in the

database (e.g. town class) and consider the building class as a MSE for the town class,

then automatically a propagation process for change resolution is triggered. A more

thorough description of this approach can be found in (Mountrakis et al, 2000).

3.3.3.2 Minimum Temporal Element

Extending the MSE definition to the temporal domain, a predefined time interval

that expresses the minimum duration of a change is introduced. This temporal interval is

60



the Minimum Temporal Element (MTE). It is user-defined and describes the maximum

temporal resolution of the users interest. Therefore we can reasonably claim that the

continuous model of reality can be projected successfully on a snapshot model without

any loss of information (for that specific user).

3.3.4 Spatiotemporal Query Translation

The levels of detail (section 3.3.1) and their implicit classification interact in a

query process. They do so by decomposing the query into three parameters, namely

0 level of detail,

l spatial extent, and

0 temporal extent

and by transforming the query into a range of resolutions.

Query [Level of Detail, Spatial Extent, Temporal Extent]

The level of detail can have values of 1,2 or 3, based on the three levels described

before, namely Existence of Object, Existence of Object Change, Characteristics of

Object Change. The intermediate step of translating a query in the above format is

beyond the scope of this work.

The spatial and the temporal extent of a query help defming the spatiotemporal

area of interest. These extents also help the user to define the MSE and MTE values and

propagate change in the spatiotemporal domain (Mountrakis et al, 2000). The use of this

query translation is described in Chapter 4, where the proper datasets are chosen for the

image-based change detection technique.
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3.4 Expanding DSTG to a Broader Spatiotemporal Environment

In the originally proposed model there is a relation between the MIS and the STG,

showing the connection between implicit and explicit change information. In order to

perform this transformation the essential processes should be introduced. This was the

original goal of this thesis namely to develop processes that detect change in imagery.

However, these processes cannot be isolated, but should rather interact with the source

(MIS) and target (DSTG) change information. Therefore, a new component is introduced,

the Change Detection Tools.

Furthermore, STG stores information on observed changes. Additional

information should be included on modeling behavior aspects of change. This

information would allow validity checks on the STG content, prediction based on

behavior patterns, and would facilitate future change detection attempts. Based on the

above, we expand the model by introducing another component, the Knowledge Base.

By inserting these two components and showing their interaction with the MIS

and the modified STG, the DSTG, a broader environment that handles change is

introduced (Fig. 3.9). From now on we treat the proposed DSTG not as the

spatiotemporal model itself, but as one of its components. Further details and

justifications for the establishment of this broad environment are presented in the

following sections.
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Figure 3.9: Extending SpatioTemporal
Gazetteer to a Broader Spatiotemporal Environment

3.4.1 Types of Change

In order to further analyze change, we should consider different categories for

change information. For the purposes of our classification, a basic distinction is

introduced in spatiotemporal change: the potential of an object to change, and the actual

or obsewed changes. For our formulation we follow a Java object-oriented paradigm,

where each programming object is defined as a combination of state, behavior and

identity, with:

l state expressing data elements and their value,

l behavior showing what the object does as methods are called, and

l identity ensuring uniqueness through identifier and attributes.
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3.4.1.1 Observed Changes

The observed changes provide the essential framework for actual change

information to be stored and retrieved in an efficient way. Information of this type is

stored in the DSTG (Fig. 3.10). It can be further analyzed into identity-based and state-

Identity Change State Change

’ 

v
Behavior Change

I I Knowledge Base

Figure 3.10: Types of Spatiotemporal Change

based changes. For the purpose of our modeling, identity-based change is treated as

existence or non-existence information (Hornsby, 1999), without any further processing.

It is addressed by the content of the GIIL within the structure of the DSTG. Here we

should note that modeling of this type of change is beyond the scope of this work.

The state-based change gives a detailed description of all the aspects of change

(beyond existence) that occur at the object level. These changes are expressed through the

collection of child sources and the child information level. As we saw earlier sometimes

there is a reasoning relation that can be established between the identity and the state

changes. For instance when the size of the house is zero, then the house is assumed to no

longer exist. This is a two-way relation, since if the house does not exist, then its size will

be zero.
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3.4.1.2 Predicted Changes

The potentiaZ of an object to change is expressed through behavior-based change

information. Behavior based change describes different ways, patterns, constraints and

conditions of change evolution. This type of change is a separate, distinct category but it

can result from the actual changes mentioned above. Any updates either at the GIIL or

the child level should trigger a two way communication. One way ensures validity in the

DSTG contents based on the behavior constraints, and the other way updates behavior

modeling based on new change evidence.

Behavior information is vital for the performance of the change detection

techniques, and can provide validity for the obtained results stored in the DSTG. For

example, if raw change information for a cars movement is stored in a child source, then

interaction with behavior models could provide functions describing the objects path, and

allow future predictions for its position. This would be interpreted as the searching area

for the change detection algorithm, providing higher performance and accuracy in future

detections. And change information could be filtered based on specific constraints that

may appear on the object behavior, for example a car’s speed cannot be higher than 150

mph. The same interaction could be established between the GIIL and the behavior

models (e.g. if the width of a road is smaller than 30 feet, then the object highway might

not exist anymore).
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3.4.2 Knowledge Base

All these constraints and interpolation models depend on the application and

forms of change that might be of interest. This type of change information is not included

in the DSTG, where only observed changes are stored. Yet, the necessity of including

such information is evident. Based on the above findings, we expand our model by

introducing another component, the Knowledge Base. Note that the focus of this thesis is

not to provide a comprehensive description of the knowledge base, but to contribute to

the establishment of the general framework for the development of such a component and

specifically make use of its content in the change detection process.

The main objective of this component is to model spatial behaviors over time,

since time is our reference system. The diversity of these behaviors has been pointed out

in the past in (Langran, 1993; Couclelis, 1996). Although behavior models can be created

for each dimension of change, a more global approach is used so that change behavior

can be grouped into more meaningful ways. As a general example we could take the

original three child registers presented in the original STG. Following that grouping, one

characterization of a spatial object’s behavior is its ability to move over time. Objects can

range from strongly fixed in a location (mountains, lakes) to partially fixed (rivers) to

partially mobile (plant species) to fully mobile (people, animals, vehicles). Another

dimensional grouping of object behavior over time is an object’s ability to change its

geometric shape. Some objects may have relatively plastic behavior whereas others will

be relatively rigid. A third dimension of behavior is an objectS ability to change its non-

spatial or thematic characteristics over time. Some attributes of a phenomenon will be

relatively constant while others will be highly variable. For example, an animal has the
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characteristic of having fur which is constant over its life span while its weight may be

constantly fluctuating. A link in a water distribution system can be characterized as

having a constant pipe dimension but its flow will vary.

These three multi-dimensional spatiotemporal behavior groups can be expressed

as mobility, elasticity and thematic variability, respectively. In a more advanced level,

these groups can interact in complex ways. Examples of objects which are strongly fixed

in a location and show little geometric variability with time are mountains and rock

outcrops. Objects which are strongly fixed in location but vary their geometric shape

substantially with time include many hydrologic phenomena such as lakes and wetlands.

Some of these behaviors may be highly dependent on temporal cycles while others will

be relatively independent of temporal cycles. Train routes and seasonal animal migrations

are examples of time dependent mobility. Change in fur color in animals and leaf colors

in plants are examples of time dependent thematic variability.

A more detailed overview on the content of the knowledge base could reveal three

major levels of change prediction. At a more generalized level, prediction functions can

be created based on the existence or non-existence of an object and will be based on the

objects behavior in the GIIL. By analyzing the CIIL contents, we can have an estimate

on whether to expect that object to change its attributes or not. At the last level,

qualitative predictions for change can be introduced. These predictions can be based on

an interpolation method applied on the child level. Prediction for new time instances can

be extracted through periodicity patterns and more sophisticated graph analysis (e.g.

second derivative, cosine functions, etc.). Further analysis of the Knowledge Base

component is left for future work.
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3.4.3 Change Detection Tools

In the pre-existing model two general components exist, the MIS and the STG.

Each one respectively handles implicit and explicit change information. The purpose of

this thesis is to provide the essential mechanism, so implicit change is transformed to

explicit change. This mechanism cannot be isolated, but should interact with a broader

spatiotemporal environment. This is possible now because the framework of this

environment is established and change detection can be another component in it. Between

the MIS and our proposed DSTG, a new component is introduced, the Change Detection

Tools.

This set of tools detects changes based on the available information sources and

the pre-extracted information in the DSTG. In general, these tools can be categorized as

manual, semi-automated, and automated. The manual tools require the (constant)

presence of a human operator that would check the available information and extract by

hand the changes that might exist. Such a tool could be used within a digitizing

environment.

The semi-automated tools combine human and machine input. Several techniques

in the image processing field follow this approach. For instance the user is manually

picks points, the machine performs some operations based on these points and returns the

results back to the user. Such tools have not been utilized for change detection yet, and

due to the human factor involved they are not always the best choice in modern

environments.

Automated tools are gaining more and more attention the last years. It has become

evident that for some tasks it is possible to create tilly automated procedures. The lack of

68



human interference in the process makes them more appealing. In addition to that,

software and hardware improvements provide the appropriate conditions for this

challenge.

Our proposed change detection technique belongs to the last category. It is

formulated in such a way that no human interaction is necessary. In order to achieve the

human’s substitution by a machine, some parts of human knowledge are incorporated in

the input through the knowledge base as well as inside the process, as we will see in the

following chapter.

Specifically, the Knowledge Base enhances performance and reliability by

providing estimations for the expected object change. The MIS provides the essential

raster datasets used to extract change. Pre-existing representations of the object are

calculated from the DSTG. This information is used in the form of a vector outline. At

the output process, when change is detected, the MIS is updated in the case of

misregistration errors. Changes are stored in the DSTG, and a procedure is triggered to

detect possible new behavior patterns that will be expressed in the Knowledge Base and

facilitate future solutions. Based on the presented components and the information flow

described, the structure of our extended spatiotemporal environment takes the form

shown in figure 3.11. A detailed description of the image analysis approach and its

integration with the proposed environment is covered in Chapter 4.

69



Multimedia Information Source

I

Implicit Change

Explicit Change

Figure 3.11: Extending DSTG to an Integrated Spatiotemporal Environment to
facilitate Change Detection

3.5 Summary

In this chapter a novel spatiotemporal environment for handling change in

physical objects is proposed. We use the SpatioTemporal Gazetteer (Beard and Agouris,

1997) as a model that makes more effective use of multiple information resources.

Theoretical analysis is introduced focusing on the choice of reference system for

spatiotemporal information, and on change dimensionality and representation issues

within a spatiotemporal environment. A change-oriented model is proposed. We save

only change information, and more specifically only the dimensions of change that are

modified. With this approach we can always ensure minimal redundancy by reducing a
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multi-dimensional problem to its minimal modified dimensions and maximum efficiency

because change is directly available within our environment.

Implementation of this analysis generated the Differential Spatiotemporal

Gazetteer. This extension of the original gazetteer at a conceptual level is composed of a

Geographic Identity Information Level, a Change Indexing Information Level and a

collection of child sources the form the Child Information Level. Mathematical relations

between these components are presented. The combination of the Geographic Identity

Information Level with the other levels provides the ability to query in different change

resolutions, from the existence of an object to the detailed aspects of change. Two

minimum elements, the Minimum Spatial Element and the Minimum Temporal Element

were introduced in the spatial and temporal domains respectively. These elements are

user-defined and act as thresholds to avoid the return of unnecessary information.

Therefore a significant advantage of this structure is that change is expressed in our

environment through the user specifications and needs.

In our proposed model we incorporate the essential tools that extract change. In

doing so, the gazetteer is expanded to a broader spatiotemporal environment that handles

change. Two new components are introduced, the Change Detection Tools and the

Knowledge Base. Information flow within the environment is described and component

interaction is presented, focusing on the change detection aspects.
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Chapter 4

Automated Spatiotemporal Change Detection in Digital Aerial Imagery:

Theoretical Issues

Object extraction is a fundamental photogrammetric process. It is the process

whereby objects (e.g. buildings, roads) are identified in digital images, and their

positional information is recorded. Such information is essential to a large variety of

applications, especially GE-related ones. In traditional digital photogrammetric and

computer vision approaches, object extraction from digital images comprises two major

operations: identzfiing  the object within an image, and precisely trucking this object by

measuring the image coordinates of its outline. The first process involves a variety of

logical decisions like image interpretation, understanding, and object classification. The

latter is a precise localization problem, aiming at subpixel accuracies in outline detection.

Research in digital photogrammetry and computer vision during the last 20 years

showed that there exist no universal edge detectors which can be applied to a digital

image function to both identify and track edges with sufficient success. Instead, there

exists a trade-off between:

0 reliability, which expresses the qualitative accuracy associated with identification,

and

l precision, which expresses the geometric accuracy associated with tracking.
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Operators that excel in reliability are often referred to as type I operators, in

analogy to type I errors in statistics. They succeed in identifying classes of objects (e.g.

houses) within an image, without particularly dealing with precise outline localization.

Their products may be for example object blobs. Operators that excel in accurately

positioning object outlines are often termed type II operators. Typically, they function

successfully within narrow search windows. Operators from these two broad classes have

often been combined, in an effort to optimize both accuracy measures (Suetens et al.,

1992). A good overview in man-made object extraction from digital imagery, in both

digital photogrammetry and computer vision may be found in (Gruen et al., 1997; Gruen

et al., 1995).

A rather surprising trend in object extraction algorithm development is that the

majority of approaches treat geospatial information collection as a static process.

Accordingly, they formulate the problem as that of extracting an outline from an image,

regardless of prior information that might exist for the depicted area in general and the

specific object in particular. Considering today’s practice trends, this static view tends to

become increasingly obsolete. Instead, object extraction becomes a crucial part of larger

cycles of GIS updates.

In this chapter we present our approach for the identification of changes in object

outlines within a broader spatiotemporal environment. This approach is based on the use

of least squares template matching, where prior data are analyzed to provide template

information. The product of such a process is the identification of changes in object

outlines and the subsequent update of a GIS to ensure its continuous validity. In this

approach, pre-existing information plays the role of a type I operator, providing the
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necessary approximations for our template matching tools. Least squares template

matching acts as a type II operator, used to extract precise outline information from a

digital image. This work is innovative in:

a its use of prior information to provide templates for matching, and

l its analysis of template information to assign proper weights in the least

squares solution.

This chapter presents the theoretical models behind our approach for automated

change detection. In the next section we present an overview of this approach and its

interaction with the spatiotemporal model and the query method. A description of object

decomposition to its primitives follow in the next section. Section 3 presents the

differential least squares matching technique and a reasoning process for distinguishing

actual changes from photogrammetric systematic errors is presented in Section 4.

4.1 Approach Overview

In modern geospatial applications object extraction becomes increasingly part of

larger cycles of GIS updates. Accordingly, the objective is to compare new information

to older versions, and to identify changes that have occurred in the meantime. In our

approach, this is equivalent to comparing an object as it is represented in an image

captured at instance T to the same object recorded in a GIS at T-dt. This is a matching

problem where an object is compared to itself in order to identify if it has changed.
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4.1.1 Query Interaction

The change detection process can be triggered automatically when new

information arrives in the MIS (Multimedia Information Store). This would update our

change environment based on the content of the new image. Another approach would be

to establish a connection between the user and this tool, so that specific spatiotemporal

change can be obtained. As shown in chapter 3, during the query process the user has the

flexibility to define:

l the spatial resolution through the MSE (Minimum Spatial Element) function

l the temporal resolution through the MTE (Minimum Temporal Element) function

l the spatial extent, and

l the temporal extent of the query.

Based on the spatial and temporal extent the available sources are retrieved. They should

have a spatial representation of the object(s) of interest in that temporal interval. We say

objects and not area, because as analyzed in chapter 3, we model the spatiotemporal

space through changes in discrete objects. The use of temporal interval instead of

temporal point is justified by the nature of change. It is expressed as a difference between

two states that in real world can only take place in a time interval, no matter how small

that is.

Then we make use of the temporal resolution (MTE) to filter unwanted

information. It is impossible to achieve continuous temporal representation through

imagery, so the time interval has to be projected to an aggregation of time points. Based

on the MTE, these temporal points are extracted and the information sources are refined.

The final step to create our working dataset is to examine the spatial resolution of the
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images. This is performed with the use of the MSE which is pre-defined by the user.

Later on we will see how the MSE is establishing the matching points for our technique.

Here we should note that from the levels of change that were identified in Chapter

3, namely Existence of Object, Existence of Object Change, and Characteristics of Object

Change, the image analysis technique proposed in this thesis addresses queries of the

second level (Existence of Object Change). Specifically, our technique examines whether

an outline of an object has changed or not.

4.1.2 Model Interaction

After the datasets are chosen, the information retrieval from the model can begin.

This interaction of our change detection process with the other components of our model

is shown in figure 4.1. From the DSTG (Differential Spatiotemporal Gazetteer), old

object vector information from time T-dt is retrieved. Following this, the corresponding

to the extracted vector georeferenced images are retrieved by using positional

information of the vector. These images are retrieved from the MIS and correspond to

time T and T-dt. Another type of input for the algorithm, a knowledge one, is inserted. It

expresses the elasticity of the object as presented in chapter 3. Note that the content of the

knowledge base is not fully addressed in this thesis. We are focusing on how certain

specific pieces of information may be introduced in a pre-existing knowledge base and

how they interact within the change detection process. So how the elasticity is obtained is

not addressed but the incorporation of such available information is of interest. The latter

is performed by adjusting accordingly the window size of the pattern. This size is also

adjusted based on accuracy estimations either in the image domain coming from the MIS
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(e.g. georeferencing accuracy), or the vector one (e.g. extraction accuracy) provided by

the DSTG.

Following the matching process, the obtained results are filtered through a

reasoning operation. In doing so, we distinguish actual change from systematic sensor

errors. Different directional patterns and models expressing these errors are imported

from the knowledge base, depending on the particular image (e.g. misregistration) and

sensor (e.g. radial distortion) type. If such errors are detected, the information level is

updated by correcting the metadata of the used source. When no change is detected, then

that information is stored as well by accessing the appropriate Information Levels, the

Geographic Identity Information Level (GIIL) to verify the existence (or not) of the

object(s) and the Change Indexing Information Level (CIIL) that provides an index for

the detailed attributes of change. This is happening because that is still change

information for our model. So no matter what the filtering result is, change dimensions

are stored in the appropriate components of the DSTG. If the object no longer exists then

the GIIL is updated. If it does exist child source(s) are accessed, and depending on the

dimensions that are modified the CIIL is updated too. At the same time, a verification of

the object’s behavior model could be performed, and if it differs from the one already

stored, the knowledge base is updated as well. A more comprehensive description for the

interaction of the change detection tool with the spatiotemporal model can be found in

(Agouris et al., 2000~).
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Figure 4.1: Information Flow in the Spatiotemporal Model for Change Detection
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4.2 Object Decomposition

In the development of concepts for automatic building extraction, object

decomposition is a major issue. A variety of solutions have been proposed for various

types of input data (e.g. DEM or raster images). Modeling schemes can be classified into

polyhedral models, prismatic models and parameterized volumetric primitives (Fisher et

al., 1999). The nature of our application allows prior representation of an object in both

the raster domain (e.g. radiometric values) as well as the vector domain (e.g. outline

vector data). Since vector information is already available in the form of older GIS data,

we do not have to follow a hypothesize-and-verify procedure.

For the purposes of our approach, a 3D object is expressed through a wireframe

representation (de Cambray, 1993; Haala and Brenner, 1999; Vosselman and Veldhuis,

1999) using prior vector information. Under the assumption that the employment of this

algorithm is focused on change detection for building outlines, the examined object may

be considered as an aggregation of planar surfaces, following the concept of polyhedral

models (Bignone et al., 1996; Hendrickx et al., 1997). A generalization of planar surfaces

may be performed by assuming that they are equivalently represented by intersections of

planes, i.e. by lines. Due to the nature of our raster datasets (aerial photography), vertical

aerial photos are assumed to be available, and the 3D planes are merged into 2D by

extracting a 2D projection from our 3D vector based on the image viewpoint position.

For further decomposition of the lines, the Minimum Spatial Element (MSE)

(Mountrakis et al., 2000), introduced in Chapter 3, is used. The MSE describes the

resolution of spatial change that the user is interested in. We can use absolute estimates

for this resolution (e.g. 2m on the ground, or 0.5 pixel on the image), or relative measures
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(e.g. the average size of a room). According to the application, MSE estimates can be

preset to default values, or they can be dynamically updated by the user.

Regardless of these choices, eventually we obtain an absolute value which defines

change resolution for the specific application. Using this information, we perform a

segmentation of outlines, and lines are essentially substituted by the corresponding points

along the outline (Fig. 4.2). As corners are defined by line intersections, we do not have

to consider them in our outline decomposition. A final product of this process is moving

from a 3-D object to a set of points in the 2-D image space.

Figure 4.2: Object Outline Decomposition
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4.3 Differential Least Squares Matching

4.3.1 Algorithm Workflow

In order to detect changes on the outline of a building we compare an object as it

is represented in an image captured at instance T to the same object at T-dt. First, the

older object vector information is retrieved from the corresponding child GIS source (Fig.

4.3). After performing object decomposition on this vector information, as described in

Differential Least
Squares Matching

Time T- d?

Time T

Time Line of GE
Information

Figure 4.3: Process Flowchart for Outline Change Detection

section 4.2, we choose candidate matching points. These are the points where our

differential application of least squares template matching (DLSM) takes place to detect

change.

Analysis of the object outline provides us with local edge position and orientation

information to facilitate computations, as we will see in the following section. Elasticity

metrics and vector accuracy estimates are incorporated in the matching process by using

variable window sizes (large windows for low accuracy/highly elastic data and vice

versa). We optimize computational performance without compromising accuracy

potential by choosing the smallest applicable window size.
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By matching an edge template to the image we identify outline locations in this

image as conjugates to template edge locations. Thus we transfer the high accuracy

potential of least squares matching (LSM) onto object extraction. By performing this

process at select positions along the object outline we compare the complete object to its

last recorded information. Changes are identified as instances where DLSM fails to

match adequately (Agouris et al., 2000a).

In order to visualize our approach 1etS consider two raster images from different

times (Fig. 4.4). In this figure we show two conjugate windows that will be used as input

for a differential application of least squares template matching.

Time T-dT Time T

Figure 4.4: Hypotheses of our Matching

In order to take advantage of the preexisting raster information and to enhance the

algorithm’s performance and liability, a geometric representation of the edge is extracted
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and included in the DLSM solution by modifying accordingly the weight matrix

elements. Several criteria are taken under consideration for a successful match, such as:

l values of the parameters,

0 error estimates for these parameters, and

0 estimates of the overall performance of our model.

By matching an edge template to the image we identify outline locations in this

image as conjugates to template edge locations. Changes are identified as instances where

DLSM fails to match adequately. Information from this process is used to update our

spatiotemporal environment.

4.3.2 Mathematical Model

The method we are presenting here employs least squares matching for the

detection and tracking of edges in digital images (Gruen, 1985; Gruen and Agouris, 1994;

Gruen and Stallmann, 1993). A window depicting an edge pattern is introduced as a

reference template that is subsequently matched to digital image patches in the vicinity of

actual edge segments. The concept behind the method is simple yet effective: by

matching the edge template window to an image window, we can identify edge locations

in the image as conjugate to the a priori known template edge positions.

Assuming f{x,y) to be the reference edge template and g&y) to be the actual

image patch, a matching correspondence is established between them when

f(X,Y) = dX,Y> (4.1)

However, considering the effects of noise in the actual image, the above equation

becomes
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f(x, y> - g(x, y> = e(x, Y>

with e(x,yJ being the error vector.

In a typical least squares matching method, observation equations can be formed

relating the gray values of corresponding pixels, and they are linearized as

ag”(xYY) dx+
f(x,y)-e(x,y)=g”(x,y)+ ax

The derivatives of the image function in this equation express the rate of change of gray

values along the x and y directions, evaluated at window pixels. Depending on the type of

edge, the geometric relationship describing the two windows may be as complex as an

affne transformation, or as simple as a simple shift and/or rotation. To facilitate solutions

we can resample template and/or actual image to have edges lying along one of the major

coordinate axes. A set of a shift and a rotation is incorporated in our model. In this case

we can have resampled edges oriented along the y axis of the corresponding windows.

Then equation (4.3) may be reduced to:

‘go (‘, Y> dx
f(x,y)-e(x,y)=g”(x,y)+ ax

The two patches are geometrically related through a shift along the x direction

that expresses the combining result of a shift and a rotation:

xp.J=xo+dx (4.5)

The dX parameter is the unknown that allows the repositioning of the image window to a

location that displays better radiometric resemblance to the reference template. It is

introduced in the derivative terms (ag /ax) of the linearized observations above as

f(x, y> - @, y> = go@, y> + g,dsX (4.6)
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Regardless of the choice of geometric transformation, the resulting observation equations

are grouped in matrix form as

- e = A x - 1  ; P (4.7)

In this system, I is the observation vector, containing gray value differences of conjugate

pixels. The vector of unknowns x comprises the shift at the x direction, while A is the

corresponding design matrix containing the derivatives of the observation equations with

respect to the parameters, and P is the weight matrix. A least squares solution allows the

determination of the unknown parameters as

i = (ATPA)-‘ATP1 (4.8)

Based on the formulation of the above model, we have to face two major challenges,

l the formulation of the weight matrix, and

0 the evaluation of the obtained results.

4.3.3 Geometry of the Edge

4.3.3.1 Levels of the Edge

In order to take advantage of the raster representation that preexists and enhance

the algorithm’s performance and reliability, a geometric representation of the edge is

extracted and included in the DLSM solution (Agouris et al., 2000b). Depending on the

edge type, multiple levels can be extracted based on the edge’s radiometric

representation. Since change detection in buildings is the focus of our work, we

categorize edges as having two, three or four levels, depending on the building’s edge

representation (Fig. 4.5). On the image this corresponds to one, two or three edges (two
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levels form an edge) and in reality to specific man-made structures, like curbs at the

edges of buildings.

Figure 4.5: Two, Three and Four Levels of Edge Representation

The window is resampled so that the edge is perpendicular to the x-axis of the

window under examination. Then we calculate the average first derivative of each

column along the X direction:

g,(x,y) = agky)

&(X>Y)
ii,(x)= l

Y
(4.10)

Clearly, the derivatives along the y-axis will be minimal for our set-up. To

compensate for noise, a subset of 80% of the pixels with the lower residuals is used.

Analysis of the g, (x) graph (Fig. 4.6) using the first and second derivatives reveals 3 (or

less) maxima.
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Figure 4.6: Template Window (top) and Corresponding Averages of the First
Derivative in the X Direction (bottom)

After the extraction of these peaks from the graph (maxl,max2,maxs), a filtering

process follows to verify if it corresponds to an image edge or not. To normalize the

results within the filtering, the maximum peak is extracted and used within these criteria

(mad:

ma% = Max{ maxi ,maxz,max3} (4.11)

Three criteria are introduced in this decision process. The first one attempts to

detect an edge based on its strong presence, relative to the maximum peak. This provides

a fast way of accepting a peak.

If maxi > Cl * max, then accept peak.
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The constant Ct expresses a threshold, beyond which the relative sharpness reveals a

strong edge.

Another used factor is the inverse of the above. If a peak has a weak presence

compared to the maximum peak, then it should not be further processed. With this

criterion peaks are rejected.

If maxi < Cz * max,, then reject peak.

The constant C2 expresses a threshold, below which the relative sharpness reveals a weak

edge.

Finally, for the more complicated case, where a peak presence cannot be

classified as weak or strong, a more detailed analysis is performed. We expand the

criterion to include neighbor points to this peak, so a more thorough estimation can be

performed. We calculate the rate of change (slope) by comparing the peak value with theP

previous and the next one, and if a sharp (sudden) peak is detected, then it is accepted,

otherwise it is rejected. This is expressed through the constant C3.

If Cz * max, < maxi < Ct * max, then

(4.12)

where x is the coordinate along the axis perpendicular to the edge, maxa is the maximum

of the three maxima found, and v, is the average second derivative function.

With the three above criteria, a ‘relative” check based on maximum value

compares the dominant edge with other gradient maxima to eliminate false responses.

Before we finalize the levels we perform a last check by introducing the first derivative in

the Y direction. We claim that an edge should have high gray value variations
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perpendicular to itself but at the same time show low variations along itself. In this step,

we check for consistency along the Y-direction, but only where the edges (i.e. accepted

maxima) that came from the previous step are not strong enough. The difference from the

criteria used before is that this time absolute gray values are used, acting as thresholds,

and not relative variations of gray values. During this process two thresholds are

introduced:

l the DX-threshold, showing the difference in the gray values along the X axis

that might not imply an edge, and

l the DY-threshold, expressing the difference in the gray values along the Y axis

that might not imply homogeneity.

The DX-threshold is applied on the accepted peaks of the previous step. If the condition

maxi < DX-threshold (4.13)

is satisfied, there is the suspicion that local noise might exist or the radiometric

representation of the edge is not strong. To distinguish these two, we make use of the

DY-threshold. We compute the first derivative in the Y direction at the position where

the candidate maximum is, and if it is smaller than the DY-threshold, then that point is

accepted.

4.3.3.2 Expressing Geometry Semantics through the Weight Matrix

In the previous section, analysis on prior raster information provided a description

of the geometry of the edge that we are trying to match. This geometric information is

inserted in our mathematical model by formulating accordingly the weight matrix. The

problem we had to face was how to express the levels of the edge by a mathematical
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function that formulates the weights accordingly. We choose to use the Gaussian

Distribution, because:

i. It is a continuous distribution. Our observations might be discrete (digital

imagery), but we try to model the continuous reality.

ii. It is a symmetrical distribution. With this we can expect the same weight

distribution in both sides of the edge.

. . .
111. It is a probability distribution. The matrix formulation is based on the

probability of a pixel value to represent an edge or not.

iv. Many naturally occurring noise sources can be described by it (e.g. white

noise). This justifies our choice, because noise is a major problem that we try to

compensate for.

V. It is a well-known and broadly established mathematical distribution.

The mathematical expression of the Gaussian Distribution (GD) is shown below.

hP
--TG(x) = & e-2o (4.14)

In this formula u is the mean, s is the standard deviation and x is the coordinate of the

pixel on the axis perpendicular to the edge. If we apply the GD in a template with one

edge, then the mean expresses the position of the edge as defined by the older vector

information. The standard deviation defines the uncertainty for the existence of the edge

on the position of the mean. The standard deviation depends on the resolution of an

image, because in higher resolutions the edge is expected to look ‘Sharper”, and in

coarser resolutions more “blurry”. In addition to that the accuracy of the vector data can

be incorporated in the solution. Higher standard deviation means more spread
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distributions that takes into account more pixel values. With this low confidence on the

extracted vector can be expressed.

The formulation of the GD of the weights in the case of an edge represented by

two levels (left image in Fig. 4.5) is straightforward. In many cases though the edge can

be represented by three or more levels (center and right image in Fig. 4.5). Then a more

complex formulation of the weights takes place. In the previous section (4.3.3.1) the

process for identifying possible multiple levels of the edge representation was explained.

In this section we make use of the positions of these extracted levels.

As we saw earlier the levels are formed through a combination of accepted

maxima on the first derivative perpendicular to the vector edge. A combination of

Gaussian Distributions can be applied in order to assign higher weights at these accepted

maxima. For the purposes of our modeling, lets assume that an edge is composed of

three levels (i.e. two edges). The original vector position is ,u2 and the other accepted

maximum is on position ,ul (Fig. 4.7). Here we should note that u’s represent distances

vertical to the edge (i.e. along the X axis). We define as d the distance between the two p.

Two GDs are used with their means ,ul and ,UJ, respectively. The mathematical

representations for these distributions are:

(.-PIP (x-llz P
G,(x) = e-2’J’2 , G,(x) = ex (4.15)

Note that the 
J&i

factor is omitted. This factor is a scaling constant of each GD. By

not including this factor, both of the GDs are normalized between zero and one. In order

to formulate the GDs and in essence the weight matrix, we need to define the two values

for the standard deviations s 1 and s 2.
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Figure 4.7: Calculation of Standard Deviations

We are solving for two parameters (~1, SJ) so we need two equations. The first

one is extracted from the fact a point L should exist, where the two GDs intersect. Let d,

and dz be the two distances from ,ul and ,LQ, respectively and a is the GD value of point L.

GI(PI + 4) = G&I + 4) = a
kc2 P (‘W , P

G2(x) = eq, G,(x) = e-

x = pl+ d, = u2 - d2

The first equation is calculated as follows:

dl +d2=d
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In order to compute the standard deviations of the gaussians another constraint

should be introduced. Due to the fact that point B is a pre-extracted edge and point A is a

computed peak, we do not want point A to influence the solution beyond point B. That

can be statistically ensured by restricting the standard deviation. For a threshold of 99%

for the possibility of the observations to fall inside an interval, the standard deviation

should be three times that interval. We make use of this and another equation based on

the above is introduced, showing this relation. It is expressed as:

3s,=d (4.17)

We substitute that in the first equation and we calculate ~2.

~ _,3-Jxi
2

3JTiz
(4.18)

Because standard deviation is always positive, the value of a should always satisfy the

equation:

a 2 eA.5 (4.19)

The ratio of s2/d as the multi-scale factor a changes from e-4.5 to 1 is shown in figure 4.8.
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sld=f(a)

0 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 4.8: Changes in the s/d Ratio based on the a Multi-scale Constant

Another restriction is applied in this process to compensate for the fact that the

original edge we try to match (vector edge) corresponds to ~2. Pixels around this edge

(~2) should contribute more to the solution, or at least as much as the pixels around the

calculated edge (pi). Mathematically this is ensured if:

62'SI (4.20)

If we combine the equations (4.17), (4.1 8), (4.20) we find:

a > 0.32 (4.2 1)

The a constant provides the ability to formulate the GDs based on a scale-space

factor. As we previously mentioned, the same edge can have different representations as

a result of different image resolutions. The edges are more distinct at higher resolutions,

and more blurry in lower resolutions. Constant a expresses the weight of the intersecting



point. If that weight is low, then the standard deviation of the second GD will be small,

and the weights will be more dense near the point B. This is applicable in the case of

higher resolution, where the edges are distinct. On the other hand, if we choose a high

intersecting value, then the GDs get wider and increase the contribution of surrounding

pixels to point B. This is desirable in low resolution imagery, where edges are not so

distinctive. The graph below (Fig. 4.9) shows the dependency of the second GD

distribution on the intersecting value a (y axis).
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Figure 4.9: Scale Dependent Formulation of Weight Matrix

An example of the formulation of the weight matrix depending on the number of

levels in shown in figure 4.10.
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Figure 4.11: Gaussian Distribution of Weight Scales based on Expected Geometry
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l Expected Geometry

When multiple edges exist, they can result from the actual shape of the edge or

random conditions such as noise, shadows, different projections, etc. We compensate for

this by introducing a scalingfactor describing the expected geometry of the edge. This is

applicable in cases where curbs on the edges of buildings exist. Two new mirror GDs are

created on both sides of the vector edge, based on the actual width of the expected curb

(d) (Fig 4.11). The means of these GDs are assigned the values of pVector f d, depending

on which side they are. The standard deviation of the expected geometry GDs expresses

the uncertainty of this ‘knowledge” information and it is defined as a constant based on

the distance d.

The mathematical expressions of the two mirror GDs K(x) are:

k-!+mc-~)~ (wveclor+d)2

Ki(x) = Max{eT, e -2012 } (4.22)

Note again that the factor is omitted to normalize these scaling factors from zero

to one. What we achieved with this method is that pixels close to the expected distance d

will have almost the same weight as the vector edge, while pixels away from that will be

scaled down. In the evaluation part of this thesis (Chapter 5) the significance of this

analysis is presented. An example of the incorporation of the expected geometry can be

seen in figure 4.12.
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Figure 4.12: Gaussian Distribution Before and After the Expected Geometry Correction

l Formulation of weight matrix

The weight distribution P(x) on the axes perpendicular to the vector edge is given

by the formula:

P(x) = Max {Kdx)*G(x), G(X), Kd⌧)*G(⌧N

(x-II VecLa -4* hhctor+d)* (x:-Cl Y

with Ki (x) = Max{e -‘a12 , e -2012 } ,Gi (x) = e -*Oh2

(4.23)

(4.24)

The GDs Ki express the expected geometry scaling factors and the GDs Gi show the

distributions formulated after incorporating the edge representation analysis in the

process. Note that the equation 4.23 corresponds to figure 4.12, where three peaks were
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identified from the edge representation and the vector edge is the middle one. For a

different setup the weight distribution is formulated accordingly. For example if the

vector edge would be the first one, then the weights would be expressed as:

P(x) = Max {G&4 WO*GZ(X),  WO*W4) (4.25)

Due to the fact that weights contribute to the calculation of the standard deviation

s?, an equal projection should be established so the s ~3 from different weight

distributions result in the same contribution. To incorporate that, the sum of the weights

is defined to be 1 by using the formula:

P(x)
p(x) = CP(x)

(4.26)

At this point we should note that for the first three iterations of the least squares

solution, all weights are scaled to a 0.5 to 1 range instead of 0 to 1, so that the whole

window is contributing to the solution, and possible edges near the sides of the window

are not excluded from the solution.

4.3.4 Decision Support

The statistical tools of least squares adjustments provide the mathematical

foundation necessary to perform analysis of the obtained results, and to automatically

decide whether or not change occurred. From the implementation view, our algorithm is

based on a dynamic programming approach. Iterations are performed and based on the

collected results, a decision should be made, whether they are satisfying and the process

should be terminated, or whether the process should continue. During this execution of

the matching loop several criteria are considered to support this decision.
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4.3.4.1 Shift dX

As we described in the mathematical model, we relate geometrically the window

and the image through a shift dX. This shift is calculated from the below equation:

iz = (ATPA)-‘ATPl (4.27)

where A is the corresponding design matrix containing the derivatives of observation

equations with respect to parameters, P is the weight matrix and I is the observation

matrix. Depending on the value of this shift a decision can be made whether the desired

pixel accuracy has been reached and if another iteration should follow.

4.3.4.2 A Posteriori Variance of Unit Weight

Another statistical tool for the analysis of adjustment results is the a posteriori

variance of unit weight. This variance expresses how well the overall model fits the

observations. It is computed by the following formula:

VTPV
r

(4.28)

where V is the matrix containing the residuals, P the weight matrix and Y the degree of

freedom.

4.3.4.3 Variance-Covariance Matrix for Parameters

This matrix shows a statistical estimation for the accuracy of the obtained results.

It is computed as:

c;= &f(ATPA)-’ (4.29)
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where A is the corresponding design matrix containing the derivatives of observation

equations with respect to parameters, P the weight matrix and s O the a posteriori variance

of unit weight. The information contained therein describes the error ellipses of the

estimated parameters.

4.4 Distinguishing Actual Change from Sensor Errors

After DLSM, new positions for edges are established. As a post-process a critical

reasoning for our application is performed to distinguish actual changes from deviations

inherited from systematic errors of the source (e.g. misregistration, internal orientation

errors). We compare change residuals with directional patterns that describe specific

deformations in aerial photogrammetry. Well-established photogrammetric mathematical

models (e.g. exterior and interior orientation) that describe these deviations are

interpolated between the prior and the new edge positions. A least squares solution

provides confidence for the success of the fitting models, and if such models are detected,

the relevant metadata in the Multimedia Information Store are updated to help future

solutions. Here we should note that in order to obtain accurate results a well-distributed

set of points on the image is required.

Let’s assume that we have two sets of matching points from two different time

instances; the new object coordinates (XN , YN), and the old object coordinates (Xo , Yo).

The new set of points describing the new object boundary has one-to-one correspondence

with the old set, since it came as a result of successful matching.
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4.4.1 Exterior Orientation Corrections

In this case we examine the change residuals and we compare them with

directional patterns (Fig. 4.14) that describe exterior orientation errors in vertical aerial

images. An exterior orientation of an image solves for the following parameters (Fig.

4.13):

l Translation along axis X (? X)

l Translation along axis Y (? Y)

l Translation along axis Z (? Z)

l Rotation around the X axis (? ? )

l Rotation around the Y axis (? f )

l Rotation around the Z axis (? ?)

Figure 4.13 : Exterior Orientation Parameters of a Single Photo
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In order to formulate our mathematical model, we use the colinearity equations

that relate ground coordinates with image ones. Accordingly, our observation equations

are:

X -X
0 N

=c6X*R,,+6Y*R,,+6Z*R,,
6X*R,, +6Y*R,, +6Z*R,,

y -y
0 N

=c6X*R,,+6Y*R,,+6Z*R,,
6X*R,, +6Y*R,, +6Z*R,,

where R is the rotation matrix:

R=

(4.30)

(4.3 1)

cos$ cosf cost% sin& +sinb sin@ co& sin& sin& -co& sin@ cosf
: -cos$ sin& co& costi -sin& sin@ sin& sin& co& +cos& sin@ sin& (4.32)

sin@ -sin& cos$ cos& cos$ 1
In the above mathematical model, the observations are the two sets of points (XN,

YN) and (Xo, Yo). The unknowns in this case are the corrections on the exterior

orientation parameters (? X, ? Y, ? Z, ? ? , ? f , ? ?) . Through these corrections we attempt

to “absorb” change that might be detected and express it through orientation errors. A

least squares solution can be applied based on the above setup of observations,

parameters and model. Several statistical estimates can be used to decide whether this

systematic error exists or not, such as the statistical error estimate for each parameter and

the actual parameter correction. If such errors are detected, the related metadata in the

MIS which accompany the specific source, are updated to provide reasoning for future

solutions.
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Figure 4.14: Propagation of Exterior Orientation Errors on the Image Space
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4.4.2 Interior Orientation Corrections

Radial distortion is among the errors that interior orientation is dealing with. This

distortion is due to the fact that it is practically impossible to make lenses with surfaces

that have the perfect form of rotated parabola. Instead, the lenses’surfaces are close to

spherical ones. This results in a radial, and symmetric distortion around the primary

point, known as Seidel distortion (Fig. 4.15).

The formula that calculates the Seidel distortion is (Conrady, 1919):

?r=Ko*r+Ki * r3 + K2 * r5 + K3 * r7 + . . . (4.33)

The Ko constant expresses a scaling factor that is already included in the previous

solution through a shift along the Z axis. In most photogrammetric procedures, the

constants Ki, Kl are used. A higher degree polynomial (if K3 is included) is only used

where the accuracy expectations are superior. So in our case the formula used is:

?r=Ki*r3+K2*r5 (4.34)

In this formula r’s and ? r’s are the observations, where r’s come from the new image

coordinates (XN , YN),

r2 = rN2 = XN2 + YN~ (4.35)

and ? r’s are the residuals of the two radial distances,

? r = r0 - rN (4.36)

where ro2 = Xo2 + Yo2 (4.37)

Unknowns in this case are the constants Ki, K2. A least squares solution, based on

(Karras et al., 1998), can be applied. A decision whether this systematic error was

captured through our change detection algorithm is made based on the statistical

estimates that show how well this model fits to our observations. If so, like in the case of
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the relative orientation, the source’s metadata are updated to eliminate such errors in

future use of that image.

Figure 4.15: Seidel Distortion

4.5 Summary

The major goal of this thesis is to develop a digital image analysis approach that

identifies automatically object outline changes in sequences of digital images. During this

effort, the need to create a spatiotemporal model that would interact with the algorithm

was realized. In this chapter we show how the change detection algorithm interacts with

the components of our model. The change detection approach is based on least squares

template matching. We extend this to function in a differential mode. In doing so, we

integrate object extraction from digital imagery with change detection in a single process.

106



By using image orientation parameters and positional data we can reduce the problem of

3-D object monitoring to an image space 2-D matching problem. In this hybrid approach,

area and feature matching are combined in one step, since raster and vector datasets are

integrated to enhance our solution. Analysis of the edge representation within a template,

before the actual matching takes place, extends the use of older raster information. As a

post-process, actual change is distinguished from different representations of the same

object due to sensor inaccuracies, through fitting models of known systematic

photogrammetric errors in the exterior and interior orientation process. The obtained

results provide feedback to the corresponding components of our model through the new

change information.
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Chapter 5

Automated Spatiotemporal Change Detection in Digital Aerial Imagery:

Experiments and Evaluation

In this chapter we present the implementation method followed in order to

develop a prototype for our change detection approach. Experiments are introduced and

an evaluation of the performance of the algorithm is attempted.

5.1 Experiments

5.1.1 Implementation

In order to test the change detection algorithm performance a prototype

spatiotemporal gazetteer was created of a semi-urban scene (campus of UMaine). Our

multimedia sources provide a description of the campus during the last century. The

available datasets are:

l six aerial imagery datasets representing the last half of the century (1949, 1956,

1962,1971,1985,  and 1997)

l the corresponding vector datasets of extracted outlines on the above images.

The prototype implementation was developed using Microsoft’s Visual Studio on

a stand-alone PC with the following configuration:
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0 CPU: PII-450MHz

0 RAM: 128MB

0 Display Adaptor: 8MB

0 Hard Disk: 18GB

ESRI’s MapObjects ActiveX component was used to visualize the results. Input into our

application were the following:

l Vector file representing extracted object in time T-dT (ESRI’s Shapefile format)

l Raster file representing the object in time T-dT (TIF format)

l Raster file representing the object in time T (TIF format)

l Window size, expressing vector accuracy and object elasticity

l Minimum Spatial Element Value.

A screenshot of our application environment can be seen in figure 5.1. After the DLSM

solution, each matching point was assigned a boolean value, showing if matching was

successful or not. A workflow of our algorithm implementation is shown in figure 5.2.
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Figure 5.1: Application Prototype

Legend:

Old Image Pattern (size n x n)
0 New Image Pattern (size (n+l) x (n+l))

Control Panel showing DLSM Progress
0 Trajectory of Pattern Window
0 Command button to start the execution

Log File showing progress
Vertical Lines showing the geometry of the edge
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Prior Raster/Vector Information

\ DLSM Change Detectlkp 1

Resuk of “4,“”

Magnified Area

Figure 5.2: Example of our Algorithm Implementation, where:

x Unsuccessful match.

J Successfbl match.
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51.2 Edge Representation

Before the differential least squares matching, a pre-process is performed on

imagery from previous time instance to extract information for the edge representation in

the raster domain. As previously mentioned, the average first derivative of each column

is calculated along the direction perpendicular to the edge. Then a filtering method is

introduced to extract peaks that might represent edges. During this step, three thresholds

were considered.

i. The first one (Cl) expresses a threshold, beyond which the relative sharpness reveals

a strong edge. Experiments showed that a value of 70% should be assigned.

ii. The second constant CJ expresses a threshold, below which the relative sharpness

reveals a weak edge. This value was set to 30%.

iii. The third constant (Cj) is used where the first two fail. It detects sudden peaks based

on a second derivative analysis. This constant was set empirically to the value of

70%.

In the above filtering a comparison is performed between the dominant edge and

the other gradient maxima to eliminate false responses. A second filtering is introduced

based on the first derivative along the edge. The concept behind this is that an edge

should have high gray value variations perpendicular to itself but at the same time show

low variations along itself. During this process two thresholds are introduced:

i. the DX-threshold, showing the difference in the gray values along the X axis that

might not imply an edge, and

ii. the DY-threshold, expressing the difference in the gray values along the Y axis that

might not imply homogeneity.
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Experiments showed that a value of 40 gray values should be assigned to DX-threshold,

and a value of 7 gray values to the DY-threshold.

5.1.3 Formulation of Weight Matrix

The analysis of the edge representation is incorporated in the matching process

through the weight matrix. As described in the theoretical section the constant a

expresses a scale-space factor in the formulation of the weights. Experiments showed that

for an average resolution of 1/5000, a value close to 0.4 should be assigned to a. This

corresponds to a value of d/3 for SI and 2dL5 for ~2, where d is the distance between the

two means of the distributions for an edge representation similar to figure 4.7. Note that

s2 > SI to compensate for the fact that the original edge we try to match (vector edge)

corresponds to s2 so pixels around it should contribute more to the solution.

A scaling factor describing the expected geometry of the edge was introduced in

Chapter 4. It is applicable in cases where curbs at the edges of buildings exist. It is

expressed through a combination of two identical Gaussian Distributions. The distance

between each mean and the vector edge is the actual width of the expected curb. In our

case a curb of 8 inches was assigned. In addition to this, a standard deviation value of 5.3

inches was assigned for each distribution. This value was chosen so that the weights are

scaled down by 40% at the distance of the standard deviation (5.3 inches).
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51.4 Matching Decision Support

During this execution of the matching loop, several criteria are considered to

support the decision whether a matching is successful or not.

l Shift dX

First we check for the value of the shift dX. A threshold of 1/10 of a pixel is set to

characterize a matching as successful. During our experiments with the application of the

DLSM, a significant amount of visually successful matches was not correctly identified,

because the value of the shift was not close to our threshold. After examining the

behavior of dX during the iterations, several periodicity patterns were detected (Fig. 5.3).

In many cases though these patterns were misleading, since they appear in a high amount

of unsuccessful matches. The distinction between a successful match and an unsuccessful

one is the range of dX. If that variation is within a pixel value, then it is considered

successful, otherwise rejected.
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Figure 5.3: Patterns of dX Variations through Iterations
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l A posteriori variance of unit weight

This variance expresses how well the overall model fits to the observations. When

a value less than 0.5 was obtained, a successful match is indicated.

l Variance-covariance matrix for parameters

This variance shows a statistical estimation for the accuracy of the obtained

results. An empirical value of 20% of the a posterior-i variance of unit weight was

assigned.

5.2 Evaluation

5.2.1 Cost of Application

Before we discuss the advantages of this approach, a description of the

application cost should be given. Here we should note that the goal of this thesis was to

create a prototype that would provide the ability to test the underlying image analysis

theory, rather than introducing a fully functional, optimized environment. Keeping that in

mind as well as that the available CPU power when this thesis was submitted was twice

the CPU power used, a time cost evaluation was performed. When all the available

computer resources were used, the average time per matching point was approximately 5

sec. It should be mentioned that when the number of iterations was reaching the number

of fifteen, then the process stopped and the result was classified as an unsuccessful one.

So no point could take more than 8 sec. Experiments were also performed with and

without the analysis of the edge representation. This geometric analysis combined with

the incorporation of expected geometry proved to be very fast adding no significant time
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(estimated < 0.05 set). This results from the fact that the weight matrix has to be

constructed once for every matching point.

If this analysis is expanded to an object level, then it becomes evident that the

average time per feature is directly related to the resolution of change, as introduced in

the query process. The Minimum Spatial Element defines the number of points used per

line. For a value of 3 meters, the average number of points expressing the average

building size was around 70. So based on a 5 set average time per point, an average

feature matching is completed in 350 set, almost 6 min. This number raises questions for

the application of the algorithm in real-time mode. A more appropriate usage would be in

an environment that is continuously updated, but does not require high speed of response.

Nevertheless, these time constraints are overshadowed by the reliability and accuracy as

described in the following section.

5.2.2 Benefit of Application

Our main objective was to correctly identify changed areas, and to verify

unchanged points. Three factors were considered through this evaluation, namely good

localization, clear response and good detection. These factors are broadly accepted in the

object extraction community and characterize a successful result.

5.2.2.1 Good Localization: minimal distance between the detected edge and real edge.

Good localization is the major advantage of LSM, as proven from previous

applications in the photogrammetric field. Indeed, experiments showed that the extracted

edges approximated the real ones at subpixel accuracy of 0.1 pixel. Such accuracy is
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difficult to be obtained and establishes high reliability in the performance of the

algorithm.

5.2.2.2 Clear Response: only one response per edge.

During the experimental process a large number of edges were not correctly

identified. After investigating the radiometric representations of those points, a common

error factor was found. There were some neighbor edges, parallel to the desired one, that

were guiding the matching process in a wrong way. To compensate for that, a prior

analysis of the edge representation was introduced.

A significant improvement in performance was noticed when the edge levels were

three or more and we were able to establish a geometric representation of the edge. The

width of the level(s) establishes a scaling factor for the whole process, which guides the

template quickly and accurately to the new edge when there is no change. With this, we

achieve one response from multiple edges. Higher accuracy was also achieved when edge

geometry was incorporated in the solution through the statistical analysis of the results (a

posteriori variance of unit weight, variance-covariance matrix for parameters).

5.2.2.3 Good Detection: the ability to locate and mark all the real edges.

A large number of errors was corrected by the identification of levels. Even

though that provided a boost in the performance and reliability of our technique, in some

specific cases, this analysis was inserting non-desired edges in the process. Random noise

such as building windows, shadows, or cars was initially affecting the algorithm. The

expected edge geometry analysis allows us to distinguish random noise from real edge.
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Based on this, we scale down pixel weights that are not expected to be part of the real

representation of an edge, and we increase the weights of the ones expressing real edges.

Especially in the case of shadows, a problem inherently difficult since the artificial edges

are very strong, the expected geometry of the edge, expressed through the size of the

curb, introduced the essential metric reasoning to compensate for such errors.

5.3 Summary

In this chapter implementation issues of our proposed change detection approach

were discussed. Experiments showed that this implementation might be costly in terms of

execution time, but the obtained results surpass this drawback. The results were evaluated

for good localization, clear response and good detection.

Good localization was achieved through an accuracy of 0.1 pixel. This was

expected since it is the major advantage of least squares matching. For the other two

factors, a significant improvement was noticed when the edge levels were three or more

and we were able to establish a geometric representation of the edge. This geometric

analysis proved to be very fast, since the weight matrix is constructed only once for every

matching point. The width of the level(s) establishes a scaling factor in the whole

process, which guides the template quickly and accurately to the new edge, when there is

no change. Edge geometry analysis allows us to distinguish random noise from the real

edge through the manipulation of the weight matrix. It is expressed through the size of

the curb, and introduces the essential metric reasoning to compensate for errors such as

shadows. This is a major advantage since this problem is inherently difficult since the

artificial edges are very strong.
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Chapter 6

Conclusions and Future Work

In this thesis, an approach for detecting and handling change within a broad

spatiotemporal environment has been presented. Issues that address the structure,

components, and information flow of this environment have been discussed. A multi-

resolutional design approach has been introduced that allows the users to define their own

resolutional working space. A change detection image analysis technique that interacts

with the model and a querying method has been developed.

In the next sections a summary of the thesis is provided, followed by the major

findings and results. Future work showing the way for improvements and expansion of

the presented effort is discussed.

6.1 Summary of Thesis

This thesis addresses the issue of image-based change detection. During this

research it was realized that this process could not be isolated, but should rather be

incorporated within an integrated spatiotemporal environment (Fig. 6.1). In addition to

that, a change resolution model should be developed that will distinguish meaningful

changes based on user requirements.

A model for change is proposed that establishes a general framework for the

incorporation of image analysis techniques. This model is based on the SpatioTemporal
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Gazetteer (Beard and Agouris, 1997) as a model that makes more effective use of

multiple information resources. Theoretical analysis is introduced focusing on the choice

of reference system for spatiotemporal information, and on change dimensionality and

representation issues within a spatiotemporal environment. A change-oriented model is

proposed. Implementation of this analysis generated the Differential Spatiotemporul

Gazetteer. This modified version of the original gazetteer is composed of a Geographic

Identity Information Level, a Change Indexing Information Level and a collection of

child sources at the Child Information Level. Mathematical dependency between these

components is presented.

We modify the original model to incorporate the essential tools that extract

change and model behavior. In doing so, an expansion to a broader spatiotemporal

environment is proposed. Two new components are introduced, the Change Detection

Tools and the Knowledge Base. Information flow within the environment is described

and component interaction is presented, focusing on the change detection aspects.

In spatiotemporal applications, meaningful changes vary according to object type,

level of detail, and nature of application (Mountrakis et al., 2000). To accommodate this,

we identify in our model three levels of change, ranging from simple verification of the

existence of an object to the identification of change and the detailed description of this

change. In addition, the user has the flexibility to navigate through different resolution

representations by manipulating two functions, the Minimum Spatial Element and the

Minimum Temporal Element.

With the proposed spatiotemporal model and query method, we optimize the

change detection process, by providing the correct datasets, accuracy during the detection
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process, and a framework for storing the obtained results. The digital image analysis

method that was developed automatically identifies object outline changes in sequences

of digital images. This change detection technique is based on least squares template

matching (LSM). We extend LSM to function in a differential mode. In doing so, we

integrate object extraction from digital imagery with change detection in a single process.

By using image orientation parameters and positional data we can reduce the problem of

3-D object monitoring to an image-space 2-D matching problem.

In this hybrid approach, area- and feature-based matching are combined in one

step, since raster and vector datasets are integrated to enhance our solution. Analysis of

the edge geometry within a template, before the actual matching takes place, improves

the accuracy and reliability of the presented technique. As a post-process, object change

is distinguished from different representations of the same object due to image and sensor

inaccuracies, through fitting models of known systematic photogrammetric errors in the

exterior and interior orientation process, respectively. The obtained results provide

feedback to the corresponding components of our spatiotemporal model through the

detected change information.
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Figure 6.1: Proposed Spatiotemporal Environment
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6.2 Results and Major Findings

The major results of this thesis are:

I. Establishment of a spatiotemporal environment that allows the integration of multi-

temporal, multi-resolutional, multi-type information for image-based change

detection.

In our proposed environment change is saved explicitly and not implicitly

through different object representations. More specifically, we store only the dimensions

of change that are modified. With this approach we can ensure minimal redundancy by

reducing a multi-dimensional problem to its minimal modified dimensions and maximum

efficiency because change is directly available within our environment. Explicit change

information is handled by the Differential Spatiotemporal Gazetteer.

To incorporate change detection and behavior modeling, the gazetteer is expanded

to a broader spatiotemporal environment. Two new components are introduced, the

Change Detection Tools and the Knowledge Base. Information flow within the

environment justifies this structure, since multiple types of information are available for

the image analysis technique.

II. User-defined resolution of spatiotemporal change.

The communication of spatiotemporal change requires the consideration of users

who have diverse needs, and exhibit various levels of understanding of the content and of

the databases that they access. To accommodate this, we develop a method that provides

users with the ability to define their own resolution of interest. Three levels of change are

recognized: Existence of Object, Existence of Object Change and Characteristics of

Object Change. These levels correspond to the three Information Levels of the conceptual
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design of the model, namely the Geographic Identity Information Level, the Change

Indexing Information Level and the Child Information Level.

III. Detect image-based changes in building outlines by combining prior knowledge and

object extraction in a single process.

With the proposed spatiotemporal model, we improve the change detection

process, by providing precision in the datasets used, accuracy during the detection

process, and a framework for storing the obtained results. The digital image analysis

method that was developed automatically identifies object outline changes in sequences

of digital images. The change detection technique is based on least squares template

matching. We extend this to function in a differential mode and incorporate prior

information. In doing so, we integrate in a single process object extraction from digital

imagery with change detection.

During the matching procedure, the statistical origin of least squares contributes

to a robust evaluation of the performance. Analysis of the edge geometry within a

template before the actual matching takes place improves the accuracy and reliability of

the presented technique. By applying reasoning at the output level, actual changes are

distinguished from misregistration errors through a directional pattern analysis. If such

errors are detected, the update of the corresponding metadata of the source contributes to

a more reliable future use of that image. The obtained results provide feedback to the

corresponding components of our spatiotemporal model through the new change

information.
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6.3 Future Work

Starting from the spatiotemporal model there are some theoretical issues that

could be addressed. The expansion of our multi-resolutional change decomposition to

include part-whole relations would be a challenging task. It would allow more complex

modeling of reality and could improve the communication of the environment with the

user. Based on that, a different setup for child databases can be introduced. Also higher

level reasoning could be achieved through the manipulation of complex objects and

interactions/relations between them. Relations such as association and aggregation would

be an example.

Another indexing structure can be created over the child databases to improve

performance in the change detection process. This index would store object

representations based on change accumulations. With this object representations could be

calculated faster in the input process of the change detection.

The incorporation of conceptual entities in the modeling would increase the

applicability of this approach. Spatiotemporal objects under examination would not be

restricted to physical entities. This would permit a more ‘human-like” methodology,

where cognitive reasoning can be applied.

The development of the Knowledge Base component can add significant

reasoning to the process. It can act as a validity check component for the obtained results

and facilitate f%ture change detections. The spatiotemporal resolution hierarchies can be

handled in this component. Different hierarchies can be merged, combined or expanded.

This would require the development of an ontology-based approach.



In the image processing domain the proposed approach can be extended in several

ways. First the input dataset can be expanded to include other types of imagery. Our

experiments focused on vertical photography, but the mathematical foundation of our

algorithms would accommodate equally well oblique imagery, even close range photos.

The only constraint in this process would be that the image datasets used project the 3-D

reality from the same viewpoint into the 2-D image spaces. Satellite imagery can also be

incorporated by matching multi-layer windows (cubes).

Within the matching process each point is matched locally and independently.

Part of the future work would be to proceed towards an object-wise global solution where

solutions along numerous points of the same outline are connected. This would

strengthen the solution, by identifying random variations that may appear in the new

scene. These variations can be either local (e.g. shadows), or global (e.g. illumination

differences or due to different sensor radiometric resolution). Moreover, the edge

geometry analysis technique can be extended to include semantic reasoning based on

scale space concepts. This will enable us to process multi-scale imagery more efficiently.

This approach can be also expanded to provide the ability to detect changes from

other types of sources, such as scanned maps and vectorized data (CAD). This would

allow a universal multi-source approach to detect change and would take full advantage

of the existing diverse information of the spatiotemporal environment.

Future development of the image analysis technique could address change

detection in a more detailed level. Currently an outline is compared on two images

without considering changes within or outside that. A region growing approach can be

incorporated to analyze the area inside the outline, and detect possible variations that do
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not affect the outline itself. This region growing technique would also empower the

reliability of the currently obtained results by verifying them through an “internal energy”

function.
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