The University of Maine
Digital Commons@UMaine

Electronic Theses and Dissertations Fogler Library

12-2004

Context-Specific Preference Learning of One
Dimensional Quantitative Geospatial Attributes
Using a Neuro-Fuzzy Approach

Georgios Mountrakis

Follow this and additional works at: http://digitalcommons.libraryumaine.edu/etd

b Part of the Databases and Information Systems Commons, and the Geographic Information

Sciences Commons

Recommended Citation

Mountrakis, Georgios, "Context-Specific Preference Learning of One Dimensional Quantitative Geospatial Attributes Using a Neuro-
Fuzzy Approach’ (2004). Electronic Theses and Dissertations. S69.
http://digitalcommons.library.umaine.edu/etd/569

This Open-Access Dissertation is brought to you for free and open access by Digital Commons@UMaine. It has been accepted for inclusion in

Electronic Theses and Dissertations by an authorized administrator of Digital Commons@UMaine.


http://digitalcommons.library.umaine.edu?utm_source=digitalcommons.library.umaine.edu%2Fetd%2F569&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.library.umaine.edu/etd?utm_source=digitalcommons.library.umaine.edu%2Fetd%2F569&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.library.umaine.edu/fogler?utm_source=digitalcommons.library.umaine.edu%2Fetd%2F569&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.library.umaine.edu/etd?utm_source=digitalcommons.library.umaine.edu%2Fetd%2F569&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/145?utm_source=digitalcommons.library.umaine.edu%2Fetd%2F569&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/358?utm_source=digitalcommons.library.umaine.edu%2Fetd%2F569&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/358?utm_source=digitalcommons.library.umaine.edu%2Fetd%2F569&utm_medium=PDF&utm_campaign=PDFCoverPages
http://digitalcommons.library.umaine.edu/etd/569?utm_source=digitalcommons.library.umaine.edu%2Fetd%2F569&utm_medium=PDF&utm_campaign=PDFCoverPages

CONTEXT-SPECIFIC PREFERENCE LEARNING OF ONE-
DIMENSIONAL QUANTITATIVE GEOSPATIAL ATTRIBUTES

USING A NEURO-FUZZY APPROACH
By
Georgtos Mountrakis
Diploma in Engineering, National Technical University of Athens, Greece, 1998

M.S., University of Maine, 2000

A THESIS
Submitted in Partial Fulfillment of the
Requirements for the Degree of
Doctor of Philosophy
(in Spatial Information Science and Engineering)
The University of Maine

December, 2004

Advisory Committee:

'

Peggy Agouris, Associate Professor of Spatial Information Science and Engineering,
Advisor

Anthony Stefanidis, Assistant Professor of Spatial Information Science and
Engineering

Mary Kate Beard-Tisdale, Professor of Spatial Information Science and Engineering
Mohamad Musavi, Professor of Electrical and Computer Engineering
Silvia Nittel, Assistant Professor of Spatial Information Science and Engineering

Michael Worboys, Professor of Spatial Information Science and Engineering



Copyright 2004: Georgios Mountrakis

All Rights Reserved

i



CONTEXT-SPECIFIC PREFERENCE LEARNING OF ONE-
DIMENSIONAL QUANTITATIVE GEOSPATIAL ATTRIBUTES

USING A NEURO-FUZZY APPROACH

By Georgios Mountrakis
Thesis Advisor: Dr. Peggy Agouris
An Abstract of the Thesis Presented
in Partial Fulfillment of the Requirements for the
Degree of Doctor of Philosophy
(in Spatial Information Science and Engineering)
December, 2004
With the recent explosion of information availability in geospatial datasets, query
complexity has increased. Multiple users access the same data collections with highly
diversified needs. Information retrieval goals can vary significantly due to the large
number of potential scenarios/applications, a common problem in geospatial data
collections. The current approaches are deterministic and do not allow the incorporation
of user preferences in the query process. The approach developed in this thesis adjusts
query returns using a preference-based similarity modeling and therefore expresses more
accurately user anticipation of results.
In this thesis we present a machine learning approach to express user preferences within
one-dimensional, quantitative attributes. Training is performed in multiple stages and is
based on a training dataset provided by the user. Depending on the provided preference
complexity our algorithm adjusts the learning process. Several families of functions are

used progressively, from simple planar to complex sigmoidal functions. The design of the



algorithm allows previously interpolated functions to act as approximations for more
complex ones that follow, thereby decreasing training time and increasing robustness.

A customized neural network, a Multi-Scale Radial Basis Function (MSRBF) network, is
also developed specifically to express the characteristics of the problem. We model
potential errors that result from the interpolation of the fuzzy functions; we do not want
our neural network to expand to portions of the input space without significant evidence.
Therefore, our network design forces the network to operate in a localized manner and
only where necessary. At the last training stage fuzzy functions are combined with the
MSRBF into one solution and if found appropriate, the fuzzy functions go through a self-
organizing process, where they adjust further to the overwhelming preference.

The proposed neuro-fuzzy system outperforms the currently used distance-based nearest
neighbor methods. It does so by design because it recognizes and supports distance
dependent user preferences, while simultaneously offering advanced modeling
capabilities. Our system also exhibits high robustness as statistical simulations
demonstrate. This is partially due to the ability of the algorithm to adjust its complexity

as the user preference complexity increases.
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Chapter 1

Introduction

The development of novel sensors and innovative data acquisition methods, and
advancements in computer storage and access capabilities are resulting in tremendous
increases in the amount of geospatial datasets that are currently available to the
corresponding user community. Parallel to these developments, the user community itself
i1s undergoing an expansion and transformation, with growing numbers of users and
applications that need access to geospatial information. This increased usage is affecting
geospatial information retrieval (IR) as the same geospatial data collections may be
accessed by users with diverse needs and interests. Advanced communication processes
should be established to capture and express user preferences in such environments as
basis for similarity models. This preference can result from a variety of
scenarios/applications, a common problem in geospatial data collections. It is context-
specific, therefore many users can exhibit comparable preference, and the same user can
demonstrate various preferences based on task requirements. Consequently, the goal of
this work is to develop a novel similarity model that is preference-based and therefore
improving appropriateness accuracy of the retrieved geospatial information in the query
process.

In this chapter we provide a description of the problem and the motivation behind
it. We discuss how our algorithm fits in the overall query process framework. A general

idea of the expected contributions follows along with the thesis organization.



1.1 Problem statement

1.1.1 In simple words

With the recent explosion of information availability, query complexity has increased.
Multiple users access the same data collections with highly diverse needs. A
deterministic approach cannot facilitate the varying scenarios and applications.
Establishing and expressing user information requests requires formulation of advanced
communication processes. A learning component should be added to capture user
preference and incorporate it into a similarity model. This is the goal of the dissertation.

In some cases relational operations like equality or inequality can handle a query
request, like for instance “return all aerial photographs taken after 1999”. In many
advanced database applications though, users would expect a more detailed answer, one
that will not just return the results but will rank them based on some similarity metrics.
Such a request might be “find me the 10 most appropriate aerial photographs taken at
11/12/1999”. In our work we attempt to model these most appropriate criteria and
express them through a mathematical model so the returned answers are adjusted to user
preferences. A user preference example would be “I would prefer aerial photographs
from 1999, but 1998 will be OK toc;, but I do not want anything after 2000”.

The above example is a fairly simple case. In more complex preference
expressions, non-linearity and non-monotonic behaviors might exist. Non-linearity refers
to the way user interest degrades as the candidates are further away from the query
request. Non-monotonic decline means that if candidate A is further away from the query
than candidate B that does not necessarily translate into candidate B being more suitable

than A. Examples of such cases are described in the next section.



1.1.2 In mathematical terms

In the context of this work, a geospatial information object O is an autonomous entity
with a specific database record. Examples may include a map, a DEM, a satellite image,
or the record of a building in a cadastre database. Within a database, such objects are
typically described by a set of attributes. For example, a satellite image may be described
through its coverage, resolution, time, and type of sensor, among others. Certain
attributes may be conceptually related and thus may form distinct conceptual groups, for

example metric and qualitative attributes may be grouped separately. This hierarchical

arrangement is visualized in figure 1.1.

O Object
I T T
F F Fm ttrlbgte
Grouping
Attribute
f; f; f,
i . Values
fqil £5k fqik an fqin ,’ Query

Figure 1.1: Hierarchical object attribute representation

The comparison of an information object O stored in a database to a query request O
entails the comparison of their corresponding attribute values. This may be a straight
forward issue if the attributes used to describe both O and O? are the same, or may
require advanced translation methods (e.g. using ontologies) to establish correspondences

among two different sets of attributes. Assuming similar representations, the comparison



TR

of a stored object to a query request involves the use of matching functions to produce a

similarity metric S as:

S =g [ Mt i Dt fias i)Y st Ca Lo FDostic Fio FiDost s FD) ] (L)

In the above equation:
* Function f; expresses the similarity between the database attribute value f, and the
corresponding query value request f,!.
* Function h; combines similarity results from each separate attribute to provide a
similarity metric for each conceptual attribute grouping.
* Function g is the overall similarity measure combining similarity from each
conceptual group to one total metric.
The overall goal of intelligent database queries is to define functions #4, &; and g so they
express user perceptions of similarity.

For example, let us consider a query of a geospatial database. Assume that global
similarity is calculated based on three attribute groups, namely F = [Metric attributes,
Qualitative attributes, Dataset accessibility]. The “Metric attributes” group may be
represented by two attributes, namely fime and scale (F'= [Time, Scale]). An example of

a query request may be F' =(f’ f%) = [10am, 50cm], aiming for the recovery of

datasets depicting an area at 10am, with a scale (resolution) of 50cm. After this query is
presented to the system, similarity within each attribute is calculated using functions fi
that explain how similar stored values are to the query request. For example, function ¢/,
would calculate the similarity in time between query request and a database candidate,
and function #;, would calculate the similarity in the scale attribute.

At the next step, function h; aggregates these similarity results from different
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attributes to provide a similarity metric for the corresponding attribute group (e.g.
producing an aggregate similarity value for “Metric attributes” group from the similarity
results obtained from attributes Time and Scale). In the last step, function g integrates
similarity values from different attribute groups to derive an overall similarity metric
expressing similarity between query request and a database record. In many cases
functions A; and g are treated as one function depending on the attribute organization.
Now let us examine similarity preference users can exhibit in the above example

F'“=[10am, 50cm], and assume a request for aerial photography for parking load

estimation. We focus on the first step of the process, i.e. calculation of similarity
preference within each attribute (time, scale) using functions #; (in this case functions ¢,,,
t12). User experience from the area suggests that photographs between 7-9am would not
be appropriate due to early morning fog that diminishes the analysis potential of aerial
photography. Also the user might not want photographs taken during lunch break as they
may provide misleading information. In addition to that even if the initial target is 10 am,
any other daylight photograph would be acceptable but as the sun goes down, visibility
decreases rapidly and the temporal preferences of the user.

The scale of the imagery isl also important. User interest may decrease gradually
(but not necessarily linearly) as scale decreases to the degree that cars would not be
identifiable. Furthermore, the user may have additional considerations (such as cost,
storage and processing time) associated to a higher resolution acquisition. This translates
to a preference expression that can also be non-linear as resolution improves.

The above example is typical in geospatial applications and offers evidence that

currently used distance-based linear similarity functions do not describe adequately user
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preferences. Asymmetrical, non-linear, non-monotonically decreasing functions that
support user preference can model similarity more precisely in each attribute comparison
(function fy). Currently, the focus of database queries has been on the development of
complex non-linear models for functions %; and g. In contrast, functions ¢, have received
little attention and are typically modeled in relatively simple manner. It is easily
understood though that if functions f; fail to describe adequately the corresponding
similarity relationships, the resulting metrics of similarity will be significantly
compromised. In geospatial queries user preferences may be much more complex than
general queries (e.g. text queries), while the diversity of users and applications is further
emphasizing the need for efficient modeling of #; functions. Thus, modeling user
similarity preference within each attribute can substantially help geospatial queries.
Motivated by these observations, the focus of our work is to investigate the application of

complex functions for user preference within each attribute.

1.2 Motivation and applications
The major motivation behind this research is the lack of a query model for geospatial
environments that has the ability to adjust results based on varying user preference.
|

Nowadays, information volumes increase at high rates. This information makes users
more demanding in their information requirements and information retrieval expectations
in the query process.

Unfortunately, there is a disproportionate amount of research done on adaptable
systems in information retrieval from geospatial databases than in other areas (e.g. text
retrieval). Specifically, large distributed information source repositories are created and

several issues related to storing and accessing these databases are investigated.



Ontologies are created to compensate for different field descriptions, as well as multi-
node architectures and theoretical database models to support them. Query languages and
indexing mechanisms for faster information retrieval are developed.

Surprisingly, similarity learning has not yet received significant attention. The
similarity measures used to rank potential candidates are defined by the system designer
and remain the same for all scenarios and applications. These models represent a
deterministic approach, which might or might not facilitate user needs. We believe that
the query process should be adaptable to user preferences in order to achieve high
ranking accuracy. Consequently, this is the issue we address in this thesis.

Our method interacts with but is independent of the query process itself, and thus
a variety of GIS applications can benefit from it. Repositories of GIS source information
for environmental, remote sensing, transportation, multimedia and monitoring
applications could experience a significant information retrieval accuracy improvement.
The improvement would be especially evident in cases where the same source collection
is accessed by highly diverse groups of users, where diversity translates to different
similarity preferences. Even though our method is designed to facilitate geospatial needs,

|

either parts or our whole methodology could be applied on other data collections with

similar characteristics, depending on the problem at hand.

1.3 Scope of thesis

We have already presented the problem that we focus on in this thesis. Here we provide
the general framework of the query process in order to make it easier for the reader to
understand our contribution. We also explain in more detail what we do and do not

address in our work.



1.3.1 Focus within the general picture

In a geospatial environment the following steps take place in a query process (fig 1.2):

GIS Objects
% Knowledge
; Base
**’*f’ "f‘";:»’
Request dataset =T
Similarity
l Profile

Formulate Query

Filter Sources

Visualize Calculate Similarity
Results l
T Return best

matches

Figure 1.2: Query process of a geospatial source collection
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i. Users request an information object from the database (or more than one).

. Their request is translated into a structured query that the system understands and
that is compatible with the database collection (e.g. using ontologies).

1. A query language is used as a mediator between user and database (e.g. SQL).

iv.  Based on their request an indexing mechanism is used to return all potentially
similar objects, in essence filtering dissimilar ones to speed up the process.

V. On this filtered object collection a similarity algorithm with properties extracted
from a knowledge base is applied. The output is either a certain number of best
answers (e.g. 10 best datasets) or answers within a specific similarity range (e.g.
higher than 80%).

vi.  The results are presented to the users to assess their similarity accuracy.

In the above information flow there are several areas of interest that the database
community is working on. Various disciplines are involved in the process and many
different approaches have been proposed. Our work concentrates on step number v on the
previous list. Our goal is to develop a similarity algorithm that will rank the results in an
accurate way. Therefore our main focus is information retrieval accuracy. Retrieval speed
is not a primary target even thoug‘h we optimize our system whenever possible. Issues
such as multi-dimensional indexing that are related to the process in the general sense are

not addressed.



1.3.2 Approach specifics
As mentioned above our goal is to develop a preference-based similarity learning system.
This issue has been previously tackled by a variety of disciplines like artificial
intelligence, statistics, computer science, cognitive science and psychology. Several
machine learning general methodologies have been used like genetic algorithms, decision
trees, neural networks and non-parametric algorithms.

In this thesis we develop a learning system to optimize query returns of geospatial
information. Some clarifications leading to the focus of this work follow.

= Applicability within the geospatial domain

Geospatial information has certain characteristics that differentiate it from other types of
information when it comes to user preferences. Of primary interest to this thesis is the
fact that (one-dimensional) geospatial parameters are quantifiable and continuous. Thus a
user may easily express his/her preference as functions of such quantifiable and
continuous parameters. Considering for example resolution, a user may state and quantify
preferences along the lines of the following: I am interested in imagery with a resolution
of 50cm, and my interest drops linearly/exponentially as resolution decreases. In this
manner, a GIS user can quantify exipressions of preference in terms of resolution, making
e.g. an aerial photograph with 2m resolution twice as suitable for his/her application than
another with 4m resolution. Relations among these properties are not only ordinal, but
metric as well.

This richness and metric structure of geospatial information (and corresponding
user preference patterns) is a very important aspect that differentiates geospatial from
other types of information collections (e.g. text databases, stock prices). Of course, there

still exist a number of properties that may be contained in a GIS but do not have such
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structure (e.g. land use, ownership), but these attributes are beyond the scope of this
thesis. Our focus is on one-dimensional quantitative attributes (e.g. scale, resolution, area,
azimuth) and on handling complex user preferences that deviate from the above
mentioned linear or exponential models.

Furthermore, our intention is not to develop a global technique that would be
applicable to any domain as a traditional artificial intelligence approach is expected to do.
We focus on the characteristics of queries performed on geospatial information and
optimize performance based on these. Subsequently, when evaluating the performance of
our approach we do so by comparing our methodology to existing solutions in geospatial
information retrieval and we do not extend to additional algorithms developed for other
machine-learning tasks. Of course, certain ideas and approaches from this dissertation
may eventually find applications in other domains.

= Support but not investigation of cognitive assumptions
Similarity assessment has attracted attention from cognitive scientists due to the human
factor presence. In our work, we support some basic assumptions that scientists have
determined (e.g. exponential decrease of similarity the further away from the target value)
and we build our mathematical rr\lodel on that. We do not question these principles,
therefore no human testing is performed. We see our work as a regression optimization
issue and we address it within that context. Evaluation is based on statistical error
measures to show good generalization, solution stability and high adaptability capabilities.
* Object similarity vs. scene similarity
We address the issue of similarity learning in queries requesting specific geospatial

information objects and not a combination of them. Spatial relations expressing topology,
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cardinality and distance measures between objects are outside the scope of this work.
Another important distinction should be made as to the types of attributes that our
learning algorithm supports, leading to three additional clarifications:

* Measurement scale

Many taxonomies have been introduced based on different measurement scales. Such
examples include counts versus measurements, qualitative versus quantitative, and
metrical versus categorical measurements (Hand et al., 2001). For our categorization we
make use of the four scales of measurement as introduced by Stevens (1946), namely
nominal, ordinal, interval and ratio measurement types.

o Nominal: Data that do not have a natural ordering fall in this category. They can be
numbers or text and they are used as labels or names, such as for instance owner
names of land parcels.

o Ordinal: These attribute types are ordered but do not express information about the
differences between the ordered values. An example would be the values of “black”,
“gray”, and “white” for color.

o Interval: An interval attribute has numerical distances between any two levels of the
scale. However, they do not h‘ave a measurement origin though. A typical example
would be a temperature reading (Fahrenheit, Centigrade, etc.).

o Ratjos: When attribute values have an origin in addition to being interval, then they
belong to the ratio type. An example would be distances.

From the similarity perspective, interval and ratio scales of data require similar
learning techniques. Their only difference relies on having an origin of measurement or

not. This can be rectified through appropriate normalization, a common preprocessing
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step in data preparation for machine learning algorithms. It is important to mention that
even though the type of data in this category is common with other non-geographic data
collections preference might not be. For example, the “Ground Pixel Size” thematic
attribute can demonstrate diverse preference based on the application usage.
Photogrammetrists may be less flexible than oceanographers with respect to larger pixel
sizes, just as non-profit organizations might be more stringent towards smaller pixe] size
due to acquisition costs.

Ordinal data do have some relative order, but because this distance between
ordered values 1s not quantifiable, regression techniques (e.g. neural networks) are not
easy to apply. Other methods such as decision trees might be more appropriate. As for the
last scale category, the nominal, it is a textual matching process. Learning involves
identification of possible relations between nominal values (e.g. synonyms, same root). A
thesaurus is often used and learned domain knowledge is incorporated to represent these
relations. Many methods used in this category overlap similarity learning in textual
databases.

The methodologies developed in this thesis apply to measurements in the interval
and ratio scales. The proposed learr‘ling algorithm focuses on user preference modeling in
quantitative attributes that describe geospatial information (e.g. time, scale, azimuth).
Qualitative attributes require a different treatment for similarity assessment and this issue
is reserved for future work. It should be noted that within the context of this work,
quantitative attributes should fall into the interval or ratio scale. Even if an attribute is
represented by a metric that does not necessarily mean that it is quantitative (e.g. postal

code is treated as a qualitative one).

13



= One-dimensional vs. multi-dimensional attributes
Our approach concentrates on one-dimensional attributes. It does not extend to multi-
dimensional attributes where dependencies might exist among dimensions. For example,
we do not examine the spatial attribute where X and Y are heavily dependent, and color
attribute where Red, Green and Blue also exhibit high correlation. We should clarify that
even in one-dimensional attributes independence should exist among attribute values. An
attribute value should not be a combination of two or more original attributes, stored for
instance in the same field for indexing or storage purposes (e.g. using a Peano-Hilbert
transformation). We also do not access the content of the geospatial objects, so one-
dimensional queries that cannot be answered by a metadata descriptor are beyond the
scope of this work. Such an example would be a query for an aerial photograph with a
building having an area of 100 m”. If that information is pre-extracted and supplied with
the object then our approach is applicable, but if this information requires an object-
extraction operation on the photograph this is not supported in this work.
= Single attribute vs. combination of attributes

A last remark involves the applicability level of our algorithm. We calculate similarity
within each attribute but do not ag‘gregate similarity results between attributes into one
tota] metric. Nonetheless, our approach can be easily incorporated into a multi-
dimensional similarity assessment approach (e.g. a weighted nearest neighbor), which in
fact is the general framework under which our method operates. Correlation between
attributes mandates a complex approach that is the next logical extension of our work in

the future.
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1.4 Research questions and objectives

The goal of this work is to enhance the existing information retrieval methods in
geospatial applications. Within the context of our preference-based similarity learning
algorithm several issues arise, namely:

Model adaptability/accuracy. First and foremost, the investigated technique has to show
high adaptability to various cases that may be present. A flexible model is required with
high degree of freedom to compensate for unusual behavior. The model should present
good generalization over a variety of training sample cases. The results should
outperform existing techniques in terms of retrieval accuracy currently used for
geospatial information retrieval.

Model convergence/robustness. An important goal of any learning system is not only to
have the potential to behave well, but also to do so in a consistent manner. This is an
extremely challenging task when it comes to complex non-linear systems. Optimization is
achieved through minimization of an appropriately chosen statistical error measure.
Sometimes local minima misguide the solution to undesired results. Therefore, caution
should be exercised when designing and training the system.

Model control. Another issue theit relates to complex systems is that as complexity
increases it becomes more difficult to control system behavior, and contribution of each
processing element to the overall solution might be hard to identify. Thus, erroneous
results are difficult to investigate and correct. Furthermore, this “transparency” of the
system would allow user interpretation of the behavior of each processing element. So

our system should be complex enough to model the underlying problem but simple

enough to train and analyze.
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In accordance to the above the hypothesis of this thesis is:
“The proposed neuro-fuzzy preference learning system outperforms the distance-based
nearest neighbor algorithm in geospatial attributes” .
In the remaining parts of the thesis we demonstrate the benefits of our approach over
existing methods. We also show how our system identifies the nearest neighbor as a sub-
case during the learning process and supports it. At the same time more complicated user
preferences are modeled if necessary. Therefore, our approach by design is superior to
the nearest neighbor.

An important factor in our evaluation process is the robustness of our method. A
more complex method than the nearest neighbor can be proposed but it would be a
mediocre one without ensuring a good, consistent performance. Our statistical
simulations will confirm our method’s robustness.

We should mention here that “performance” is measured in terms of relevancy
accuracy in the obtained results and not associated with computational retrieval speed.
Naturally our approach is more computationally expensive than the nearest neighbor. The
exact retrieval speed cost depends on underlying complexity of our identified similarity
preference. It should be kept in rr;ind though that because of the gradual complexity
increase in our training process, complex functions are used only where necessary. Also,
the more complex the preference model is, the more complex user preference is (that
created that complex model), and consequently, the less appropriate the distance-based
nearest neighbor is. So eventually a database designer will evaluate based on task
requirements and computational resources the trade-off between our more accurate and

computationally expensive approach and the faster but not so accurate nearest neighbor.
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1.5 Major results and contribution of thesis

The major contribution of this thesis is the development of a learning system to express
user preference of similarity within geospatial environments. Experiments on simulated
datasets demonstrate robustness and advanced modeling capabilities of the proposed
technique. Our system has the ability to adapt to different scenarios and express them
successfully through its mathematical model. It supports a variety of cases, and modeling
accuracy through statistical simulations was found to be high and consistent. Therefore,
users accessing geospatial environments will have the option of a query system that
adjusts to their preference.

In order to achieve our goal, some desired characteristics of our algorithm were
outlined in the previous section, namely high accuracy and convergence rate, and also
transparency in the system design. Here is how these issues are addressed from the
perspective of our system and the novel methodologies used leading to that.
Development of a novel learning system architecture. To achieve our goal to model
user similarity preference we developed a neuro-fuzzy system. Its modular design allows
a variety of knowledge rules to be incorporated and shows flexibility in the complexity
addressed within each processing‘element. Our system supports advanced modeling
capabilities due to its ability to distinguish expected similarity behavior from localized
unusual similarity preference. The expected behavior is captured by a global fuzzy
membership function whose complexity grows with the problem difficulty, and
unexpected behavior is described by a customized multi-scale radial basis function
(MSRBF) neural network. Our multi-stage training ensures adaptability and control in

our system performance.
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Development of a novel multi-scale RBF neural network. Our innovative neural
network design combines local (i.e. within node receptive fields) and global fit accuracy
metrics to produce an architecture that can identify and model various trends in user
preferences without expanding to undesired areas of the input space. Highly localized
trends are identified first and this exposes larger scale trends that may otherwise have
remained hidden. In doing so, our MSRBF outperforms traditional RBF architectures in

generalization accuracy, and by using less number of nodes it accelerates simulation.

1.6 Intended audience

The intended audience of this thesis includes researchers and developers working on
database systems, especially in the communication process, and on intelligent systems.
Fields like computer science and GIS can benefit from the implementation of our model.
Also techniques developed for our learning process can be extracted and implemented in
other tasks of similar requirements and constraints. Therefore, scientists in the artificial

intelligence discipline concerned with machine learning can find interest in this work.

1.7 Thesis organization

In this chapter we provided a brief introduction of the problem and the motivation behind
it. Characteristics of the proposed solution were identified and a preliminary discussion
of our contribution took place. A short description of the remaining chapters follows:
Chapter 2. Background work related to this thesis is introduced. The general framework
of data mining and some challenging tasks within its community are described. As the
chapter progresses so does the depth of analysis focusing on methodologies closely
related to our approach. Throughout the literature review the reader can see where our

work fits with respect to existing methods and categories.

18



Chapter 3. The purpose of this chapter is twofold, namely to discuss the concerns and
limitations of the research presented in chapter 2, and to build our model based on those.
Some additional existing research such as neuro-fuzzy techniques is reserved for this
chapter rather than the previous one, due to its direct relation to our model. Theoretical
justification of our model is provided, as expressed through its potential modeling and
control capabilities.
Chapter 4. This chapter presents the fuzzy membership functions used to model similarity
within various geographic information dimensions (attributes). Explanation of the chosen
functions takes place. Also, the training process based on progressively increasing
complexity is discussed. Furthermore, the framework where a more simple function acts
as approximation for more complex ones is described.
Chapter 5. Fuzzy functions can model user similarity to some degree, but cannot adjust to
local unexpected behavior. Therefore, we developed a customized radial basis neural
network to capture errors from the previous process. Specific properties of the networks
are discussed in this chapter, limitations of current networks are presented and solutions
to address them are shown. Thus, a novel multi-scale network is developed to facilitate
|
our needs.
Chapter 6. Following the fuzzy functions and the neural network of the previous two
chapters, chapter 6 shows how these are combined to form our neuro-fuzzy system.
Chapter 7. This chapter provides evidence of the benefits produced by our approach.
Statistical testing, functionality examples, and accuracy assessment are presented in this

section, demonstrating that our system outperforms existing techniques.

Chapter 8. Major findings, a brief summary and future directions are outlined.
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Chapter 2

Literature review

The approach employed in this thesis is the result of a convergence of influences from a
number of different fields. The goal of this chapter is to review the pertinent literature
from these diverse fields and to provide the necessary background for the remainder of
the work.

Traditionally analysts have performed the task of extracting useful information
from recorded data. As datasets have grown in size and complexity there has been an
inevitable shift away from direct hands-on data analysis towards indirect, automatic
techniques using more complex, sophisticated tools. Modern technologies of computers,
networks, and sensors have made data collection and organization an almost effortless
task. However, the captured data needs to be converted into information and knowledge
to eventually become useful. Data mining is the entire process of applying computer-
based methodologies, including new techniques for knowledge discovery, on data.

Here we should mention that there is no clear difference between mining and
information retrieval when multimedia data is dealt with (Boca Raton, 1999). As cited in
(Natsev et al., 2004) “applications requiring content-based querying and searching of
images abound and can be found in a number of different domains that include data
mining...”. So from the above we can see that the traditional line separating data mining
and information retrieval does not exist any more. For the purposes of this review we use
the term “data mining” as an umbrella incorporating some well-known traditional mining

tasks such as pattern identification, and our task of intelligent information extraction.
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Therefore we begin this review with a short introduction to data mining and its multi-
disciplinary history. Major tasks performed within data mining are introduced and our
method is categorized among them. A discussion on data mining progress on
geographical datasets is offered. Key algorithms in machine learning are outlined and a
detailed description of the inductive and deductive learning approaches is presented
followed by a classification of our algorithm among these approaches. We focus on
nearest neighbor techniques and its variants and we discuss the variety of similarity
functions they employ. We also give a brief literature review on user preference learning.
This chapter does not provide details on all the background material used but
discusses broad-spectrum research that supports most of the later work. Background
material specific to particular proposed methods will be presented in later chapters.
Examples include a detailed comparison of selected techniques that led to the design of
our system (Chapter 3), and an in depth look of Radial Basis Function neural networks

(Chapter 5).

2.1 Data mining and knowledge discovery in databases
In recent years an explosive gro‘wth of many business, government and scientific
databases is notable. This increase of data availability has far outpaced the ability to
interpret and digest this data creating the need for advanced tools and techniques for
automated and intelligent analysis. Development of such tools and methods is the subject
of the rapidly growing field of knowledge discovery in databases (KDD).

The terms KDD and data mining are often used interchangeably. Additional terms

used include knowledge extraction, information discovery, exploratory data analysis,
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information harvesting and unsupervised pattern recognition. These terms can be
characterized by the following (Dunham, 2002): |
= Knowledge discovery in databases is the process of finding useful information

and patterns in data.

Data mining is the use of algorithms to extract the information and patterns

derived by the KDD process.

According to (Fayyad et al., 1996) the KDD process is composed of the following

five steps shown in figure 2.1.

‘ f Selectioriﬁ Prenrocessin@nan;formation -. Data mining ‘ Interpretation .

Initial Target Preprocessed Transformed Model Knowledge
data data data data

Figure 2.1: Knowledge discovery process

Selection: In this first step the data needed for the data mining process is obtained
from many different and heterogeneous sources. These sources might collect data from
various databases, files, and non-electronic sources.

Preprocessing: The data to be used by the process may have incorrect or missing
data. There may be anomalous data from multiple sources involving different data types
and metrics. Many different activities might be performed at this stage. Erroneous data
may be identified and removed, whereas missing data must be supplied or predicted.

Transformation: At this step, data from different sources are converted into a
common format for processing. Some data may be encoded or transformed into more
usable formats. Data reduction may be used to decrease the number of possible data

values under examination.
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Data Mining: This step applies algorithms to the transformed data to generate the
desired results. Our algorithm falls in this category.

Interpretation/evaluation: Various visualization and GUI strategies are used at
this last step. This is an important step because the usefulness of the results obtained

through the data mining is dependent on it.

2.2 Data mining multi-disciplinary history

The current evolution of data mining algorithms is the result of years of influence from
different disciplines. A major trend in the database community is to combine results from
these seemingly different disciplines into one unifying algorithmic approach. This is the
underlying idea of our approach as well so it is interesting to examine how data mining
evolved through the years. The extensive variety of data mining problems combined with
different research fields often leads to different perspectives based on the background of
the researcher. We may find that similar problems and sometimes even similar solutions
are described differently. For example, statisticians often raise concerns over the use of
approximations with results being generalized where they should not be. Database
researchers may doubt the efficiepcy of AI algorithms, especially in large datasets.
Information retrieval scientists may complain about the lack of applicability of data
mining algorithms in textual databases since they concentrate on numeric values.

Table 2.1 (Dunham, 2002) shows developments in the areas of Artificial
Intelligence (Al), Information Retrieval (IR), Databases (DB) and Statistics (Stat) leading
to the current view of data mining. For an extended review of the statistical methods
developed over the past 40 years and their contribution to KDD the reader is advised to

check (Elder and Pregibon, 1996).
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T Time Area Contribution Reference
\ Late 1700s | Stat | Bayes theorem of probability (Bayes, 1763)
Early 1900s | Stat | Regression analysis
Early 1920s | Stat | Maximum likelihood estimate (Fisher, 1921) )
Early 1940s | AI | Neural networks (McCulloch and Pitts, 1943)
. Early 1950s Nearest neighbor (Fix and Hodges, 1951)
r J Early 1950s Single link (Florek et al., 1951)
. Late 1950s Al | Perceptron (Rosenblatt, 1958)
Late 1950s | Stat | Resampling, bias reduction,
jackknife estimating
Early 1960s | Al | ML started (Feigenbaum and Feldman,
| 1963)
; Early 1960s | DB | Batch reports
L | Mid 1960s Decision trees (Hunt et al., 1966)
. Mid 1960s | Stat | Linear models for classification (Nilsson, 1965)
IR | Similarity measures
1 IR | Clustering
’5 Stat | Exploratory data analysis
' Late 1960s | DB | Relational data model (Codd, 1970)
Early 1970s | IR | SMART IR system (Salton, 1971)
Mid 1970s Al | Genetic algorithms (Holland, 1975)
Late 1970s | Stat | Estimation with incomplete data | (Dempster et al., 1977)
(EM algorithm)
Late 1970s | Stat | K-means clustering
Early 1980s | AI | Kohonen self-organizing map (Kohonen, 1982)
Mid 1980s Al | Decision tree algorithms (Quinlan, 1986)
Early 1990s | DB | Association rule algorithms
Web and search engines
1990s DB | Data warehousing
1990s DB | Online  analytic  processing

(OLAP)

Table 2.1: Time line of data mining development
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2.3 Data mining tasks and similarity learning

Data mining is one of the fastest growing fields in the computer industry. Once a small
interest area within computer science and statistics, it has quickly expanded into a field of
its own. One of the great strengths of data mining is reflected in the wide range of
methodologies and techniques that can be applied to a host of problem sets. It is a
cooperative effort of humans and computers. Best results are achieved by balancing the
knowledge of human experts in describing problems and goals with the search
capabilities of computers.

In practice, the two “high-level” primary goals of data mining tend to be
prediction and description (Fayyad et al., 1996; Dunham, 2002; Kantardzic, 2002).
Prediction involves using some variables or fields in the dataset to predict unknown or
future values of other variables of interest. Description focuses on finding human-
interpretable patterns or relationships in the data. Thus we can categorize data mining
activities into one of the two categories:

e Predictive data mining which produces the model of the system described by the
given dataset, or

e Descriptive data mining that produces new, non-trivial information based on the
available dataset.

Several grouping schemas have been proposed in the literature, especially in books and

introductory tutorials on data mining. There is a significant overlap between them and

sometimes their distinction is based solely on terminology. For our review we use the

rather complete task representation of figure 2.2 as presented in (Dunham, 2002).
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Data mining

Predictive Descriptive

Classification Regression Time series Prediction Clustering Summarization Association Sequence
Rules Discovery

Figure 2.2: Data mining primary goals and tasks

2.3.1 Predictive tasks

The following tasks are categorized as predictive based on their functionality:
classification, regression, time series analysis and prediction. Here we should mention
that borderlines along these tasks are not crisp since one task might borrow techniques
developed for another. Nonetheless, each of the four tasks has its distinct methodologies
so this categorization can hold true.

Classification is learning a function that maps a data item into one of several
classes (Hand, 1981; Weiss and Kulikowski, 1991; McLachlan, 1992). It is often referred
to as supervised learning because the classes are determined before examining the data.
Pattern recognition is a type of classification where an input pattern is classified into one
out of several classes based on its similarity to these predefined classes. For example 1n
face recognition a feature vector is produced describing facial characteristics (distance
between eyes, size and shape of mouth, shape of head, etc.). This is then compared to the
entries in a database to see if there is a successful match.

Regression is used to map a data item to a real-valued prediction value. This 1s

done by learning a function that does this mapping. Regression assumes that the target
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data fit into some known type of function (e.g. linear, logistic, etc.) and attempts to
identify the best function that models the given data. This identification is done using
error analysis techniques. An example of regression is the calculation of recovery
probability of a patient based on a set of diagnostics.

Time series analysis examines the value of an attribute as it varies over time.
There are three basic functions performed. Distance measures can be used to evaluate
how similar different time series are. Furthermore, the time series can be examined to
determine its behavior based on its structure. Finally data from historical time series can
be used to allow prediction of future values.

Prediction allows the estimation of future states based on past and current data. It
has many real-world data mining applications such as flooding, speech recognition and
earthquake prediction. Even though prediction can be seen as a type of classification or
sometimes time series analysis or application of regression methods, it should be

recognized as a distinct task since other techniques may be used as well.

2.3.2 Descriptive tasks
In the descriptive tasks the properties of the data are examined as a way to explore the
\

properties themselves and not to predict new properties. Clustering, summarization,

association rules and sequence discovery are usually viewed as descriptive in nature.
Clustering is a common descriptive task where one seeks to identify a finite set of

categories or clusters to describe the data. It is similar to classification except that the

groups are not predefined but rather defined by the data alone. Therefore, clustering is

alternatively portrayed as unsupervised learning or segmentation. Clustering is usually

accomplished by determining the similarity among the data based on predefined
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attributes. The most similar data are grouped together. The clusters may be mutually
exclusive and exhaustive or consist of a richer representation such as hierarchical or
overlapping categories. A clustering example in KDD would be the identification of sub-
populations of consumers in marketing applications.

Summarization involves methods for finding a compact description for a subset of
data. It is also called characterization or generalization. It extracts or derives
representative information from a database. Summarization techniques are often applied
to interactive exploratory data analysis and automated report generation. A simple
example would be the representation of fields based on their mean and standard
deviation.

Association rules refer to the data mining task of uncovering relationships among
data. It is also called link analysis, affinity analysis or dependency modeling. They try to
find a local model that describes significant dependencies between variables or between
the values of a feature in the dataset or in parts of it. A frequent application of this task
involves its use in the retail sales community, for example to identify items that are
purchased together.

Sequence discovery is usec11 to determine sequential patterns in data. These
patterns are based on a time sequence of actions. They are similar to association rules in
the sense that data are found to be related, but the relationship is based on time. An

example would be the discovery of sequence within which goods are purchased (e.g.

people who purchase CD players may purchase Audio CDs within one week).
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2.3.3 Similarity learning within data mining
The similarity learning task can utilize methods from the wide range of data mining tasks.
Similarity learning involves the classification of an input into one of several classes,
based on its similarity to these predefined classes. Several methodologies can be
borrowed from classification, when the output of the similarity learning algorithm is
discrete (i.e. categorical). If the output is continuous then regression techniques are more
appropriate. These techniques are used to map a data item to a real-valued prediction
value by learning a function that does this mapping. An important trend in recent years is
the incorporation of temporal information in GIS. Time series analysis examines the
value of an attribute as it varies over time, therefore useful techniques can be borrowed.
The above tasks explicitly help in a similarity learning process. In addition to
these there are some others that can optimize the learning process, without affecting the
similarity learning per se. Association rules is one such example, where relationships are
uncovered among data. Such analysis can help for example to learn dependencies
between successive similarity queries, in other words project future queries. Clustering
can also contribute by determining the similarity among the data based on predefined
attributes. It can be used as a pre—ﬁrocessing step. Summarization techniques are often
applied to interactive exploratory data analysis and automated report generation and can

be integrated with the input/output of a similarity learning algorithm, but not the learning

process itself.
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2.4 Geographic data mining
Data mining techniques have been applied to a variety of real-life applications and new
applications continue to drive research in the area. To date most data mining research
concentrates on relational and transactional data. Despite the importance and proliferation
of geospatial datasets, work in this field has appeared only recently (Gunopulos, 2001).
Nonetheless, temporal and spatial data mining continue to grow rapidly as exciting
subfields of data mining. There are many reasons for this, including the following
(Roddick et al., 2001):
*  Growth in the volume of data being collected and requiring analysis.
* Increase in data availability through the Internet and as a result of electronic
commerce and inter-enterprise applications.
* Recognition of the value and commercial advantage that the results of geographic
data mining can provide.
»  The realization that temporal and spatial data are special and need to be explicitly
accommodated.
In the next section we examine the distinction of geospatial data from others for data
mining purposes. This distinction is‘ important as it propagates to our similarity learning
algorithm datasets and requirements. We also provide a brief summary of current

geospatial mining issues under investigation, where the lack of research in similarity

learning algorithms tuned for geospatial data is notable.

2.4.1 Special characteristics of geographic data mining
The recent digital geographic data explosion is not different from other areas such as

marketing, biology and astronomy. But is there a difference between geographic data
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mining and data mining in other fields? Several papers were recently published
addressing this issue (Yuan et al., 2001; Miller and Jiawei, 2001; Gahegan, 2001) and are
used in the following review.

Many of the challenging issues arise from the fact that geography is an integrative
discipline. Geographic data span a wide range of perspectives and interests from the
social to the physical aspects of the problem. This mixture of perspectives coupled with
the growing infrastructure for gathering information pose the following obstacles:
Complexities associated with data volume. Like many disciplines where data mining is
applied, geography is rich in data. Many of the Jarge consumer, medical and financial
transaction databases now being constructed contain spatial and temporal attributes and
hence offer the possibility of discovering or confirming geographical knowledge (Miller
and Jiawei, 2001). Explicitly, geographical datasets of terabyte proportions are now in
existence and traditional retrieval methods have a hard time to keep up.

Complexities associated with the domain itself. Interesting and relevant signals in data
are often entirely hidden by stronger patterns that must first be removed. Many of these
complexities originate from spatial and temporal codependence that occurs across a
variety of scales and from a variety \of causes (Roddick and Lees, 2001). For example, the
cyclic nature of many geographical systems (daily, seasonal, annual, circulatory, El-Nino,
sunspot) imposes a heavy signal on data that will overshadow more localized variance.

Complexities caused by local variation. Earth systems are so intrinsically
interconnected that it is difficult to isolate an analysis conducted on some part of a system
from the affects of other unmodeled aspects. Measured geographic attributes often exhibit

the properties of spatial dependency and spatial heterogeneity. The former refers to the
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tendency of attributes at some locations in space to be related, typically, these are
proximal locations. The latter refers to the non-stationarity of most geographic processes,
meaning that global parameters do not reflect well the process occurring at a particular
location. While these properties have been traditionally treated as nuisances,
contemporary research fueled by advances in geographic information technology
provides tools that can exploit these properties for new insights into geographic
phenomena (e.g. Anselin, 1995; Brunsdon et al., 1996; Fotheringham et al., 1997; Getis
and Ord, 1992; Getis and Ord, 1996). Some preliminary research in geographic
knowledge discovery suggests that ignoring these properties affects the patterns derived
from data mining techniques (Chawla et al., 2001). More research is required on scalable
techniques for capturing spatial dependency and heterogeneity in geographic knowledge
discovery.

Complexity of spatiotemporal objects and patterns. Another unique aspect of
geographic information in knowledge discovery is the complexity of spatiotemporal
objects and patterns. In most non-geographic domains, data objects can be meaningfully
represented discretely within the information space without losing important properties.
This is often not the case with geog‘raphic objects: size, shape and boundaries can affect
geographic processes, meaning that geographic objects cannot necessarily be reduced to
points or simple line features without information loss. Relationships such as distance,
direction and connectivity are also more complex with dimensional objects (Egenhofer
and Herring, 1994, Okabe and Miller, 1996; Peuquet and Zhang, 1987).
Transformations among these objects over time are complex but information-bearing

(Egenhofer and Hornsby, 2000). The scales and granularities for measuring time can also

52



- — @ e— T -

— e e ——

A N T L TR T e RTR T oMy T =Rt

be complex, preventing a simple "dimensioning up" of space to include time (Roddick
and Lees, 2001). Developing scalable tools for extracting patterns from collections of
diverse spatiotemporal objects is a critical research challenge. Also, since the complexity
of derived spatiotemporal patterns and rules can be daunting, a related challenge is
making sense of these derived patterns, perhaps through "meta-mining" of the derived
rules and patterns (Roddick and Lees, 2001).
Complexities caused by data gathering and sampling. Although data are available in
increasing volume, it is still often the case that we must resort to surrogates for the
phenomena of interest, rather than direct measurements. Furthermore, data are often
provided in spatially and temporally aggregated forms that themselves give rise to many
interpretation problems (e.g. in cluster detection algorithms).
Difficulty in formalizing the geographic domain. One of the main difficulties with
knowledge discovery activities within the geographical domain is the complex
conceptualization necessary. There is, as yet, no universally accepted conceptual model
of geography (e.g. Goodchild, 1992), and the models that are currently implemented in
commercial GIS vary significantly one from another, often in quite fundamental,
philosophical ways. This leads to th\ree distinct problems (Yuan et al., 2001):

a. Data are often intrinsically non-commensurate; they cannot be directly compared

or combined.
b. It is difficult to apply formal geographical knowledge to the process of knowledge
discovery, since such knowledge is not readily available.
c. When new knowledge is uncovered it is difficult to represent that knowledge

formally.
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To summarize, the development of data mining and knowledge discovery tools
must be supported by a solid geographic foundation that accommodates the unique
characteristics and challenges presented by geospatial data. The emergence of national
and global geospatial data infrastructures to date has been ad-hoc. Contributed data has
not been coupled with contributed tools for data analysis and modeling. Data mining and
knowledge discovery methods have not been implemented to deal effectively with
geospatial data, whose sensitivities are known widely to geographers. As our
understanding of the nature of geographic information and its sensitivities to spatial,
temporal and spectral measurement improve, it is probable that refinement of data mining
algorithms will prove insufficient; therefore design of new procedures and knowledge
validation procedures will begin to emerge. We see intelligent information extraction as
a new important issue within geospatial data mining. Context-specific knowledge

expressing user/application preferences should be incorporated using intelligent systems.

2.4.2 Tasks within geographic data mining

Over the past four years there has been a substantial increase in temporal, spatial and
spatio-temporal data mining applications and a variety of papers have been published. In

\

this section we introduce some general categories of tasks performed within geographic
data mining. Despite much research stretching across these categories, their
categorization has been retained for continuity reasons. This section provides a useful
guide rather than an exhaustive classification. According to (Roddick and Spiliopoulou,
1999; Roddick et al., 2001) there are some general areas of interest:

» Frameworks. This category includes research dealing primarily with models for

spatial and temporal knowledge discovery.
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* Temporal and spatial association rule mining. This category combines
contributions to the problem of discovering association rules from temporal or spatial
data.

= Discovery of temporal patterns. This research is concerned with the discovery of
patterns or trends over time. The data itself need not be temporal but ordering is
required.

* Time series mining. This category includes research on occurrence of events over
time.

» Discovery of causal and/or temporal rules. This category contains works that
search for temporal relationships between (sets of) events.

* Spatial data mining. Relevant work to spatial and geo-referenced data mining is the
subject of this general task category.

» Spatial and spatio-temporal clustering techniques. This category includes
research on algorithms or frameworks for spatial and spatio-temporal clustering.

= Spatio-temporal data mining. This category contains works that accommodate the
special semantics of both space and time.

An extensive list of papers classifiéd in the above categories is presented in (Roddick et
al., 2001). Similarity learning falls into the last category, that of spatiotemporal data
mining. We do not discover patterns from data in the strict sense, but we discover user
preference patterns when requesting data. Spatial similarity preference tied together with

temporal and other thematic attributes is a challenging task that a complete preference

learning algorithm for geospatial information should address.

35



2.5 Machine learning and similarity learning

Machine learning as a combination of artificial intelligence and statistics has proven to be
a fruitful area of research, spawning a number of different problems as well as algorithms
for their solution. These algorithms vary in their goals, training datasets, learning
strategies and representation of data (Kantardzic, 2002). Similarity learning is one of
many machine learning applications in databases. Before we discuss some representative
algorithms we provide an insight to a machine learning approach based on the different

types of learning systems and we position our similarity learning task within them.

2.5.1 Positioning similarity learning in the general machine learning categories
If we relate the problem of learning from data to the general notion of inference in
classical philosophy, two main phases are identified:

i.  Induction: Learn or estimate unknown dependencies in the system from a given
training set.

i.  Deduction: Use the above dependencies to predict new outputs for future input
values in the system.

The two phases are shown graphically in the next figure.

A priori knowledge

4

Estimated Dependencies

Induction Deduction

Training Data Predicted Output

Figure 2.3: Types of inference: induction and deduction
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Induction can be seen as the progress from particular cases (training data) to a
general mapping or model. On the other hand, deduction starts with a general model and
using given input values it progresses to particular cases of output data. Clearly,
similarity learning is an inductive task since the model is not known in advance; it is
identified through the training process.

There are two types of inductive learning methods, the supervised and the
unsupervised approaches. Supervised learning is used to estimate an unknown
dependency from known input-output samples. A supervised approach learns by
example. A training input should be provided together with some correct answers
(output). The term “supervised” denotes that the output values are known, in essence
provided by a teacher. Based on its ability to handle the provided input-output dataset the
goal for the model is to learn the correct behavior and be able to expand (generalize) to

any potential entry. A schema of supervised technique is shown in figure 2.4.

Teacher Desired Response Y
Environment X ( e
Learning 7y
System Calculated Response Y~

?

Propagate Error Signal

Figure 2.4: Supervised learning

Under the unsupervised learning scheme only input values are provided to the
learning system. There is no notion of the output during the learning process.

Unsupervised learning does not require a teacher; the learner forms and evaluates the
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model on its own. The goal is to uncover the structure of the input data. This happens
after the system adapts to the regularities of the input data. It forms internal
representations for encoding features of the input examples either in a local or a global
level. Clustering, summarization and association rules are typical unsupervised tasks.

Figure 2.5 shows a simplified version of an unsupervised learner.

Environment X Learning
—>e System

Figure 2.5: Unsupervised learning

Since most similarity learning algorithms learn from example they can be
categorized as a supervised inductive task. The user is required to provide a similarity
evaluation to a presented example, acting as a teacher for the algorithm. Popular machine
learning methods that could be used for supervised learning include neural networks,

decision trees, instance-learners, genetic algorithms and others.

2.5.2 Machine learning methods and their applicability for similarity learning

In this section we briefly present some popular machine learning methods and discuss
their applicability for our similarity iearning task.

2.5.2.1 Decision trees

An efficient method for predicting classifiers from data is to generate decision trees. The
decision tree representation is a widely used logic method. In the machine learning and
applied statistics literature a large number of decision-tree induction algorithms can be
found. They belong to the supervised learning category since they create trees from a set

of input-output samples.
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A typical decision tree learning system adopts a top-down strategy that searches
for a solution in a part of the search space. It is a flow-chart type structure, where each
internal node denotes a test on an attribute, each branch represents an outcome of the test,
and leaf nodes represent classes or class distributions (Han and Kamber, 2001). In order
to classify an unknown sample the attribute values of the sample are tested against the
decision tree. A path is traced from the root to a leaf node that holds the class prediction
of that sample. Therefore decision trees can be easily converted to classification rules.

There are many advantages to the use of decision trees for classification. They are
easy to use and efficient. Generated rules are easy to interpret and understand. They scale
well for large databases because the size of the tree is independent of the database size
(Dunham, 2002). On the other hand disadvantages also exist, with the most important one
from the similarity learning perspective being their inability to handle easily continuous
data. In order to do so these attribute domains must be divided into categories. The
domain space is divided into hyper-rectangles. Handling missing data is difficult and
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