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At the beginning of my research, I understood the shuWe operation and it- 

erated integrals to make a new proof-method (called a combinatorial method). 

As a first work, I proved an combiiatorial identity 2 using a combinatorial 

method. While proving it, I got four identities and showed that one of them is 

equal to an analytic identity 1 which is found at the paper [2] writterby David 

M. Bradley and Doug Bowman. Furthermore, I derived an formula involving 

nested harmonic sums. Using Maple (a mathematical software), I found a new 

combinatorial identity 3 and derived two formulas: One is related to multiple 

polylogarithms and the other is related to rational functions. Since letters in the 

identities represent differential 1-forms which converge, I can find new formulas 
- -  - if I get a proper setting. - 



My research was developed by considering a combinatorial identity 4 given 

by David M. Bradley, thesis advisor. Though it looked very complicated, the 

implication for the identity was very interesting to me. Using a combinatorial 

proof-method, I proved it. Even though I just derived one formula involving 

nested harmonic sums in this thesis, the identity has potentiality because, if I 

6nd a new setting for differential 1-forms, I can derive a new formula involving 

multiple polylogarithms. 

It was not very easy to prove the combinatorial identity 4 even though I 

used the combinatorial proof-method as I did at the proofs of the combinatorial 

identity 2 and 3. The reason is that the result of the identity 4 is more compli- 

cated than those of the identities 3 and 4. So, Lemma 5 is needed to complete 

the proof of the identity 4, which step is not needed in the proofs of the identi- 

ties 3 and 4. When formulating the identity 4, I had a trouble in defining the 

notations because of their complexity. When I formulated the identity 4, it was 

a beautiful formula 

As we can see in the paper [3], there are various conjectures related to mul- 

tiple zeta values whose incompletion is a sign that both the mathematics and 

physics communities do not yet completely understand the field. At this situa- 

tion, this combinato%-al proof-method can play a crucial role in developing other 

fields such as knot theory and quantum field theory as well as combinatorics. 
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Chapter 1 

INTRODUCTION 

1.1 The Riemann zeta function. 

The Riemann zeta function is the function of the complex variable s ,  defined 

in the half-plane Re(s) > 1 by the absolutely convergent series 

and in the whole complex plane C by analytic continuation. As shown by 

Riemann, ((3) extends to C as a meromorphic function with only a simple pole 

at s = 1 ,  with residue 1, and satisfies the functional equation 

S I - .  1 - s  
T - * ~ ( $ S )  = ~ - ~ r ( - ) ( ( l -  2 s ) .  

1.2 Multiple zeta functions. 

We generalize the Riemann zeta function to the multiple zeta functions in 

-- the following way: 

The multiple zeta functions are defined by 

where s, E C,  Re(s1) > 1 and EL, Re(s,) > k .  



Jiangiang Zhao's paper[l] shows that the multiple zeta function can be ana- 

lytically continued to a meromorphic function on all of C. But there still exist 

two open problems: 

1. Determine the complete set of trivial (resp. nontrivial) zeros of the mul- 

tiple zeta function. 

2. Determine the functional equation (if any) of the multiple zeta functions 

which generalize the classical functional equation of the Riemann zeta 

function. 

1.3 Nested harmonic sums. 

Let wl , . . - , wn be complex-valued differential 1-forms defined on a real inter- 

val [a$]. We have wi = f,(s)ds where fi  , . . . , fn are complex functions. Define 

the iterated integral J: w1- - wn inductively by 

and 

Nested harmonic sums of arbitrary depth k (or k-fold Euler sums) and their 

(sl + s2 + . - + sk)-dimensional iterated integral representations are defined by 

where a j  = f 1 and slal # 1 

dz j 
~ j  dxj 

where R = -1wj = l T, = fl a, x 1 j j  

and s, are positive integers. 



Ezample 1.3.1. 

1.4 The multiple polylogarit hm. 

We defme the multiple polylogarithm by 

where s j  and a j  E C. 

The multiple polylogarithm is the extension of the nested harmonic sums 

and the multiple zeta functions because they extend the variables s j  and a, of 

nested harmonic sums to any complex numbers and let us control the increas- 

ing and decreasing speed of the multiple zeta functions by the each a, as n, is 

increasing. For example, the decreasing speed of values C(2; 4) is faster than 

that of C(2; 1) as n is increasing. 

1.5 The shuffle operation. 
-. 

Let A denote a finite set of letters; let A' denote the set of all words 

on A. Define U (Shuffle operation) by u U v = C Z,(~)Z,(~)  . . . z,(,+,), for 

u = 21 - - zn E A* and v = zn+l . . .zn+, E A', where the sum is over all 
/ \ 

permutations u of the set {1,2, . . . , n + m} which satisfy u-' ( j)  < 

u - ' ( k ) f o r a l l l < j < k < n a n d n + l < j < k < n + m .  



Ezample 1.5.1. 

abb U ab = 6a2b3 + 3abcrb2 + ab2ab. 

The s h d e  operation U can be extended linearly to the non-commutative 

polynomial ring Q < A > in the natural way. This makes Q < A > into a 

commutative associative Q-algebra with multiplication U. 

Ezample 1.5.2. 

Iterated integrals satisfy the following property: Let wl , - - . , wn+, be complex- 

valued differential 1-forms defined on a real interval [a, b], then 

where u runs over all (n, m)-shuffles of the symmetric group Sn+,, which shows 

that the product of nested harmonic sums can be decomposed using the shuffle 

operation. 

Ezample 1.5.3. 

dz 
((2,l; 1,1)((2; 1) = 1' hw Rw where w = - 

.-- 0 0 1 -2  



1.6 The multi-set. 

We define a multi-set by a collection whose repeated elements are allowed. 

So the multi-set {a, b, c, c) is the same as the multi-set {a, b, 2c) but distinct 

from the multi-set {a, b, c). Contrast this with the set {a, b, c, c) which is the 

same as the set {a, b, c). 

The number of repetitions of each member is called the multiplicity of that 

member. For the multi-set {a, b,c,c), the multiplicity of a and b is 1, and the 

multiplicity of c is 2. 

Let A and B be multi-sets, we define A = B to mean that every element of A 

is an element of B, their multiplicities are equal and vice versa. We also define 

A C B to mean that every element of A is an element of B and the multiplicity 

of each element of A is less than or equal to that of B. If A C B and A # B, 

we say that A is a strict multi-subset(or subset) of B. 

Ezample 1.6.1. Let S be the multi-set of all words as the result of ab2 u ab. 

Then 

Furthermore, {a2b3, abab2, ab2ab) is a strict multi-subset of S. 



Chapter 2 

IDENTITIES FOR MULTIPLE 

POLYLOGARITHMS 

2.1 Analytic identity 1 and its formula for nested 

harmonic sums. 

Proposition 1 . 

where a and b are any differential fonns whose integrals converge. 

Prmf.  Let a = f (z)& and b = g(z)&; let D. = li;r& and Db = 'A- 
d z )  dz ' 

let F(z,z) := Cnz0 (-l)"z4" G(4azb2)", then 

Taking DiF, DbD:F, and DgD:F in this order on both sides, we obtain 

D: D: ~ ( z ,  z) = x (- 1)n+1z4n+44n+1 lz (a2 b2)' 
"10 

= -4z4~(z ,  z). 

So, F(z, z )  is a solution of 4th order differential equation DiD: + 4z4 = 0. 



Taking DzG, DaDzG, and DiDiG in this order on both sides, we obtain 

So, G(z, e) is also a solution of DiDz + 4z4 = 0. 

We can get four initial conditions, putting z = 0 at the each step taking 

D,, Dz, DaDz, and DiDz on both sides: F(0, z) = G(0, e), D,F(O, z) = 

D,G(O, z), DzF(0, z) = D:G(O, z) and DaD:F(0, e) = DbDzG(O, z), Then 

F(z, z) = G(z, e). 

In Proposition 1, if we take a = $ and b = &, then we can get the 

following formula involving nested harmonic sums: 

Formula 2 . 

where the notation {X)" indicates n successive instances of the integer sequence 

Proof .  Let a = $ and b = &. Apply a and b to Proposition 1, then we 

have the followings: -. - - - - . - 



and 

Hence we have the following formula: 

2.2 Combinatorial identity 2 for nested harmonic sums. 

Theorem 3 

where t E C .  

Proof. In the following lemmas we show that the coefficients of t4", t4"+', 

t4n+2 and t4"+3 for n E N in the two series given in Theorem 3 coincide. This 
. -- . . - - - - - 

will establish the proof of Theorem 3. Afterwards, we can obtain four identities 



involving multiple polylogarithms as formulas to the four lemmas if we find a 

proper setting of a and b. 

2.2.1 The coefficient of t4". 

Let us find the coefficient of t4" in the left hand side in Theorem 3 and show 

the equality between the coefficients on both sides: 

Lemma 1 . The coeficient of t4" in Thwrem 3 is: 

1 - (-l)'[(ab)"-' U (ab)""] = (a2b2)". 
4" 

lr l ln 

Proof. Let us investigate first several terms on the left hand side to fiid 

the pattern: 

The shuffle operation is commutative and we have the following compu- 

1 2 , L  tations: (&)4  = (&)l = -$, (&)3(&)1  = 4' and 

1 1 r 3 =  
(=) - f .  Therefore we obtain the coefficient of t4" on the left hand 

side as 

Putting k = n-r, we can rewrite the statement of the lemma as the following: 

We will prove this statement. 



Let Sk be the multi-set of all words as the result of ( ~ b ) ~  U ( ~ b ) ~ " - ~ ,  for 

0 I k 5 n. Then we get the following inclusion by Lemma 6 [Inclusion of multi- 

set 11: Sk for 0 < k < 2n and k # n. Since the s h d e  operation is commutative, 

then Szn-k = S k .  Hence every word on the left hand side is contained in Sn. 

On the other hand, we h o w  that (a2#)" is not contained in Sk for 0 < k I 

2n and k # n. Consider the formation of (a2b2)" in detail. If we let (ab)" be 

(al bl . . - hb,)  in (ab)" U (ab)", then every ai and bi can take 2 positions. This 

gives us the coefficient of (a2b2)" as 22n = 4". 

So, it is sufficient to show that there does not exist any other word except 

(a2b2)" on the left hand side. Since 

by Lemma 9 [Binomial coefficient 11, then we can conclude that the only re- 

maining word on the left hand side is (a2b2)" and its coefficient is 4". 

2.2.2 The coefficient of t4"+'. 

Let us find the coefficient of t4"+l in the left hand side in Theorem 3 and 

show the equality between the coefficients on both side: 

Lemma 2 . The coe$cient of t4"+' in Theorem 3 is 

Proof. Let us investigate first several terms on the left hand side to find 



the pattern: 

t t t t t 
(-)'hh + (-)(-)'(a u ahb) + (-)2(m)3(ab u a h )  
l + i  1 - i  l + i  1 - i  

t t t t t + (1-i)3(l+i)2(ah u 06) + 1-5 ( - ) ' ( - ) ( h b  l + s  u a)  + (-)%hh 1-2 
+ ... 

The shuffle operation is commutative and we have the following computa- 

Putting k = n-r, we can rewrite the statement of the lemma as the following: 

We will prove this statement. 

Let Sk be the multi-set of all words as the result of ( ~ b ) ~  U ( ~ b ) ~ , - ~ a ,  for 

0 < k 5 2n. Then we get the following inclusion by Lemma 7 [Inclusion of 

multi-set 21: So C S1 C - C S, and S2, c - - C S,. And so, every word on 

the left hand side is contained in S,. 
--- 

On the other hand, we know that (a2P)"a is not contained in Sk for 0 < 
k 5 2n and k # n. Consider the formation of (a2b2),a in detail. If we let (ab)"a 

be (al bl . . . a,  b , ) ~ , + ~  in (ab), U (ab)"a, then a, and bi, for 1  < i  5 n, can take 

2 positions. This gives us that the coefficient of (a2b2),a is 22n = 4". 



So, it is sdicient to show that there does not exist any other word except 

(a2b2)"a. Since 

by Lemma 10 [Binomial coefficient 21, then the only remaining word on the left 

hand side is (a2b2)"a and its coefficient is 4". 

2.2.3 The coefficient of t4n+2. 

Let us find the coefficient of t4"+2 in the left hand side in Theorem 3 and 

show the equality between the coefficients on both side: 

Lemma 3 . The coeficient of t4"+2 in Theorem 3 i s  

Proof. Let us investigate first several terms on the left hand side to find 

the pattern: 

t t t t t 
( -)6ahbab + (-)(-) '(a u ababa) + ( - ) l  ( l + i ) 4  (a6 u d a b )  
l + i  1 -2  l + i  1 - i  

t t t t 
- + ( ~ ) ~ ( = ) ~ ( a b a  u a h )  + (-)4(-)2(abab u ab) 

-- 1 - i  1 - i  1+a 

The shuffle operation is commutative and we have the following computa- 

1 5 1 1  1 4  1 2 - i  1 3 1 3 = 1  
0 :  ( 1  = 2, ( 1  + = $ 7  ( 1  ( 1  - 7 ( 1  + 8 '  

1 
(&12(&)4 = $, = +, and = i. Therefore we obtain l+r 

the coefficient of t4"+2 as  



Putting k = n-r, we can rewrite the statement of the lemma as the following: 

We will prove this statement. 

Let Sk be the multi-set of all words as the result of (ab)ka U (ab)2n-ka, for 

0 5 k 5 n. Then we get the following inclusion by Lemma 7 [Inclusion of 

multi-set 21: So C S1 C ... C S,. Since the shuffle operation is commutative, 

then S2n-k = S k .  And so, every word on left hand side is contained in S,. 

On the other hand, we know that (a2b2)"a2 is not contained in Sk for 

0 5 k 5 2n and k # n. Consider the formation of (a2b2)"a2 in detail. If 

we let (ab)"a be (a1 bl . . . anbn)an+1 in (ab)"a~(ab)"a, then every ai and bi can 

take 2 positions. This gives us that the coefficient of (a2b2)"a2 is 22"+1 = 2.4". 

So, it is suffcient to show that there does not exist any other word except 

(a2b2)"a2 on the left hand side. Since 

by  emm ma 11 [Binomial coefficient 31, then the only remaining word on left 

hand side is (a2b2)"a2 and its coefficient is 2 .4". 

2.2.4 The coefficient of t4n+3. 

Let us find the coefficient of t4"+3 in the left hand side in Theorem 3 and 

show the equality between the coefficients on both side: 



Lemma 4 . The coefictent of t4n+3 in Theorem 3 is 

Proof. Let US investigate first several terms on the left hand side to find a 

pattern: 

t t t t t 
(-)7abababa + (--1)(--)6(a u ababab) + (- -)'(a6 U ababa) 
l + i  1 -2  1+2 1 - i l 2 ( l  + i 

t t t t + (-)3(-)4(aba 1 - i  l + i  u abab) + (-)4(rr;)3(abab u a h )  
1 - i  

t t t t + (-)5(-)2(ababa~ ab) + (-)6(-)(ababab~ a)  
1 - i  l + i  1 - i  l + i  

t + (-)7abababa + - - . 
1 - i  

The shuffle operation is commutative and we have the following computa- 

5 1 2 ( & ) 4 ( 1 ) 3  = ti on^:()^=,()^(&)^=,(^, + = , , 1+, 

1 6 - 3  1 7 =  
ii3 16 7 1 -  (q3(-q4 l+i = s, (iL)2(&)5 = e, ( & ) I ( % )  - l 6  , (rn) 
%. Therefore we obtain the coefficient of t4n+3 on the left hand side as 

(- l)'[(ab)"-'d u (ab)"+ ' a ] .  
2 - 4" 

r=-n 

Putting k = n - r ,  we can rewrite the statement of lemma as the following: 

2n+l 
(-1)n-k[(ab)2n-kab u (ab)ka] = 2 - dn(a2b2)"a2b. 

k=O 

We will prove this statement: 

Let Sk be the multi-set of all words as the result of (ab)2n-kab U (ab)ka, for 

0 5 k 5 2n. Then we get the following inclusion by Lemma 7 [Inclusion of 

multi-set 21: SO C S1 C . - C Sn  and S2n+l c . c Sn. And so, every word on 

the left hand side is contained in Sn. 

On the other hand, we know that (a2b2)"a2b is not contained in S k  for 

0 5 k 5 2n + 1 and k # n. Consider the formation of (a2b2)na2b in detail. I f  we 



let (ab)"+' be (a1 bl - . . a,,bn)an+l bn+l in (ab)"a u (&)"+I, then every ai and bi 

except bn+l can take 2 positions. This gives us that the coefficient of (a2b2)"a2b 

jjj 22"+' = 2 .4". 

So, it is sufficient to show that there does not exist any other word except 

(a2b2)"a2b on the left hand side. Since 

by Lemma 12 [Binomial coefficient 41, then the only remaining word on the left 

hand side is (a2b2)"a2b and its coefficient is 2 .4". 

2.2.5 Connection between Proposition 1 and Lemma 1. 

Even though Proposition 1 and Theorem 3 are proved in different ways, 

that is, Proposition 1 is proved using an analytical method such as solving a 

differential equation with initial conditions, while Theorem 3 is proven, using 

combinatorial methods such as using the s h d e  operation, there is a connection 

between Proposition 1 and Theorem 3: 

In fact, Proposition 1 plays the same role as Lemma 1. Let us derive Propo- 
-- 

sition 1 from Lemma 1: 

Lemma 1 says 

If we let a and b be any differential forms whose integrals converge, then 



obtained by multiplying with z4" and taking integrals of both sides over the 

interval [O,z]. 

Taking a summation of both sides gives us the following: 

Hence Formula 2 can be also derived from Lemma 1. 

2.3 Combinatorial identity 3 for multiple polylogarithms. 

Theorem 4 . 

(-l)'{(ab)"-' U (ba)"') = 2 . 4"-' {(abba)" + ( h o b ) " ) .  
I'll" 

Proof. Let k = n - r ,  then we can rewrite the left hand side as the following: 

We will show that this is equal to the right hand side. Let Sk be the multi-set 

of all words as the result of (ab)' U for 0 5 k 5 n. Then we get the 
- - 

- ---  following inclusion by Lemma 8 [Inclusion of multi-set ~ ] : S O  C S1 C a .  . C Sn. 

Since the shuffle operation is commutative, then S2"-' = Sk. And so, every 

word on the left hand side is contained in S,. 

Let us look a t  the words on the right hand side. From the formation, we know 

that (abba)" and (baab)" are not contained in Sk for 0 2 k 5 2n and k # n. 

- - Consider the formation of (abba)" in detail. Let (ba)" be ( b I a l h a 2  - bnan) in 

(ab)"U(ba)". Then every aj and bj except a ,  can take 2 positions and a ,  must be 



fixed at the end. Similarly, when forming (bad)" in (ab)" U (bl al ha2 - . . bnan), 

every a, and bj except bl can take 2 positions and bl must be fixed in the first 

position. F'rom these choices, we get that the coefficients of (abba)" and (boob)" 

are 22"-1 = 2.4"-1. 

So, it is suEcient to show that there does not exist any other word except 

( a h ) "  and (baab)". Since 

by Lemma 9 [Binomial coefficient 11, the only remaining terms on the left hand 

side are (abba)" and (baab)" and the coefficients are 2 .4"-'. 

2.3.1 Formula(1) from identity 3. 

Even though Theorem 4 was proven using a combinatorial method, unfor- 

tunately, a and b cannot be any differential forms. For instance, if the iterated 

integral starts with a = $ and b = E, then the integral is divergent because 

In dz the series starting with b = fi 3 and ending with a = & are divergent. 

But it does not mean that there do not exist any analytic formulas. Let us 

try to find analytic formulas putting a and b as merentid forms whose integrals 

converge: 

Let a = * 1-5 and b = where o,fi,7,6 E C, la1 > 1, and IfiI > 1, then 

we obtain the following formula: 



Formula 5 

where la1 > 1 and > 1. 

Proof. Let a = and b = where a, /3,7,6 E C, la1 > 1, and IPI > 1; '-8 
let us find the following integrals: $(abh)", ~ i ( h a b ) ~ ,  hl(ab)" , and ~ i ( b a ) " .  

If we apply these results to Theorem 4, then we can get a formula. 

To start, let us take an integral of abba over the interval [0,1]. Then we 

obtain the following using geometric series: 

then 

Next, let us take the integral of over the interval [0,1], to find a 

pattern. We obtain the following using geometric series: 



- - + ks, then we get the following: 

For the general case j;(abbcr)" over the interval [0,1]. Then we get the 

following using geometric series : 

If we put 714, = kl, nrn-l = kl + k2, -.a, nl = ~ z = ~  km as we did for 

the case ( ~ b b a ) ~ ,  then we can change the previous sums into the following sums. 

After that, we can convert the sums into multiple zeta values using the definition 

of multiple zeta values: 

Symmetrically, we can get the following for the general case (hub)": 

Let us investigate the left hand side in the same way. To begin, to find the 

pattern, let us look at  some simple cases. 

If we take an integral of (ab) over the interval [0,1], then we can get the 

following using geometric series: - -  - - -  



If we put n2 = kl and nl  = kl + k2, then we can obtain another sum different 

from the previous sums. By the definition of multiple zeta values, we get the 

following: 

Let us take the integral of (ab)2 over the interval [0,1] to find the pattern, 

then we get the following using geometric series: 

Ifweputn4 = kl, n3 = kl+k2,n2 = kl+k2+k3,andnl =kl+k2+k3+k4, 

then we can get the following in the same way as for the case (ab) 

Let us take an integral of the general case (ab)n over the interval [0,1]. Then 

we get the following using geometric series: 

If we put nzn = kl, n2n-1 = kl + k2, -", and nl  = c:=, k,, then we get 



the following by the definition of multiple zeta values: 

Symmetrically, we get the following for the case (ba)": 

If we apply these results to Theorem 4 and cancel the (oB-y6)2n on both 

sides, we get the following formula: 

2.4"-' {/' + L1(baab)"} = R.H.S. 
0 

2.3.2 Formula(2) fiom identity 3. 

If we put a = zQ-'dz and b = zD-'dz where a .  B # 0, o + B # 0, ma + 
(m + 1)B # 0, (m + l ) a  + mB # 0, and m E Z, then we obtain another 

formula. Moreover, this formula is related to rational functions, which means 

that our identities can derive other formulas, that are not related to multiple 

zeta functions: 



Formula 6 . 
n-r n+r 

n-r 
- 2.4"-1 - 1 

[ 
1 

{ja + ( j  - l)B} a {ja + ( j  + l)p} j=1 

Proof. Let a = za-'dz and b = zp-ldz where a - B # 0, a + B # 0, 

m a  + (m + 1)B # 0, (m + l ) a  + mj3 # 0, and m E Z; let us 6nd the following 

integrals: J: (abh)", ~;(hab)", (ab)" , and ~ ; ( h ) " .  If we apply these re- 

sults to Theorem 4, then we get a formula. 

To start, let us take the integral of ( ~ b ) ~  over the interval [0,1]. Then we get 

the following: 

Symmetrically, we can get the following result for the case ( h ~ ) ~ :  



Let us look at  the right hand side: If we take the integral of (abba) over the 

interval [0,1], then we can easily obtain a pattern. 

If we take the integral of (abba)n over the interval [O,l], then we obtain the 

following result: 

Symmetrically, we get the following result taking the integral of (baab)" over 

the interval [0,1]: 

If we apply these results to The Theorem 4 and cancel h, then we get 

the following: 

n-r n+r 

n-r 
= 2 . p - l  

1 1 

- [ { j a  + ( j  - l ) 8 )  . { j a  + ( j  + 1 ) 8 )  j=1 

+ 1 

{ ( j  - 1 ) ~  + j 8 )  - { ( j  + + j 8 )  
I 

= 2 -4"-'{&l (obbo)" + l (boob)") = R.H.S.  



Remark. If we put a = e-Qtdt and b = e-Dtdt, where la1 > 0 and 101 > 0, 

and take the integrals of both sides over the interval [O,oo], then we also can 

get the same result as Formula 6. If we put z = et in the setting of Formula 6, 

we can derive Formula 6 from this setting. 

2.4 Combinatorial identity 4 for multiple polylogarithms. 
1 unit - 

Let a base be uaaabb acraabb . - acraabb = (a4 b2)". Then the base is in the 
+ 

n units 
multi-set Sn coming from (a2 b)" U (a2 b)". 

We d e h  { 2n - } by (2. - j )  transpositions between 'b's with their 
2n- j 

closest 'a' on thk base 
1 unit - 

(a4b2)" = paaabb aaaabb - . - aaaabb . 
+ 

n units 

Then the number of words in { 2 n - l } i s  2n- j (-1 
2n- j 

Let us look at examples of 

Example 2.4.1. In case n = 3, denotes one transposition between 

'b' and its closest 'a' on the base (a4b213 = acraabbaaaabbaaaabb , that is, 

Ezample2.4.2. In the case n = 3, denotes two transpositions between 



'b's and their closest 'a' on the base (a4b2)3, respectively. Then the number of 

terms is ( : ) =lo. 

Theorem 7 . 

Proof. To begin with, we can rewrite the left hand side as follows, by 

putting k = n - r: 

We will show that it is equal to the right hand side. 

Let S k  be the multi-set of all words coming from (a2b)' U (a2b)2n-k, for 

0 < k 5 n. Then we can get the following inclusion by Lemma 6 [Inclusion of 

multi-set 11: So c 4 C - c Sn. Since the shuffle operation is commutative, 

then S2n-k = S k .  Hence every word on the left hand side is contained in Sn. 

On the other hand, since the number of elements of Sk is 

Lemma 13 [Binomial coefficient 51, we get the following: 

where ISk 1 is the number of elements of Sk. 



Therefore, to complete the proof of Theorem 7, we have to show that every 

word on the right hand side is contained in Sn and the coefficient of every word 

in { 2n - ' } is 3" e 2 ~ .  The first statement is obvious hom the formations of 
2n- j 

the words. 

To show the second statement, we will use the following strategy: First, we 

investigate several beginning terms. This investigation reveals a pattern of the 

coefficients of terms on the right hand side. Secondly, from the pattern, we will 

formulate a lemma of the formation that states the general rule. Finally, we 

will prove the lemma. 

Let us investigate first several terms to find a pattern of the coefficients of 

terms on the right hand side: 

For 

each aab and AAB must be used to make a4b2 of the (a4b2)" in Sn if we put one 

(aab)" as (AD)" .  And so, two 'A's can choose. 3 positions with repeats and 

one 'B' can choose 2 positions in each unit a462. Hence, the coefficient (actually 

the number of choices) is. ( ) ( : ) = 3 - 2-. 

This process must be repeated n-times to make (a4b2)". Therefore, the co- 

efficient is 3n22n, since (a4b2)" is contained in S,, but not Sk for 0 5 k < n. 



For 

since we have one transposition between ' W  and its closest 'a', the forms are of 

the following two types wherever the location of 'b' is: 

It does not matter where the location of 'b' is because the type is unique if 

we consider the broken a4b2 or (a4b2)2, partially. Since the coefficient of words 

in { 2n; ' } is 3n22n-11 we need that the coefficient of (1) and (2) is 3.2.. 

because 3n-222(n-2) comes from (a4 b2)n-2. 

For 

since we have two transpositions between 'b' and its closest 'a', the forms are of 

the following types: 

or the combination of two separated (l)s,(2)s1 or (1) and (2) on a4b2s. 

Wherever the locations of 'b's are, the types are unique if we consider the , . 
- -- - 

broken a4b2s partially. Since the coefficient of terms in is 3n22n-2 I 



we need that the coefficient of (3) and (4) is 3222, because 3n-222(n-2) come 

from (a4 b2) n-2. 

For 

since we have three transpositions between 'b' and its closest 'a', then the forms 

are of the following types: 

or the combination of (1) through (4). 

Wherever the locations of the 'b's are, the types are unique if we consider the 

broken a4b2s partially. Since the coefficient of terms in 
{2n;1} 

is 3n22n-3 
7 

we need that the coefficient of (5) and (6) is 3323, because 3n-322(n-3) comes 

from (a4 b2)n-3. 

To make sure a pattern, let us look at  the next case: For 

since we have four transpositions between 'b' and its closest 'a', then the forms 

are of the following types: 



or the combination of (1) through (6). 

In this case, since the coefticients of terms in { 2ni } are 3n22n-4, we 

need that the coefficient of (7) and (8) is 3322, because 3n-322(n-3) comes from 

( ~ ~ b ~ ) " - ~ .  Wherever the locations of the '6's are, the types are unique if we 

consider the broken a4b%, partially. 

F'rom these examples, we can get a pattern described in the following lemma 

and complete the proof by proving the lemma. 

2.4.1 Lemma for the coefflcients. 

Lemma 5 . 

1. If m = 2k + 1, 0 L k n - 1, then the weficients of a3b(a2b)2kaba4b2 

and a4bab(a2b)2ka3bZ are 3k+223. 

2. If m = 23, 1 < s 5 n, then the weficients of a3b(a2b)28-1a3b2 and 

a4bab(a2b)2"-1ab are 38+122 

Proof. Case 1-1:The coefficient of a3 b(a2 b)2kaba4b2 is 3k+223. 

Since 3 . 22 comes from a4b2, it's sufficient to show that the coefficient of 

a3b(a2b)2kab is 3k+12. 

Here is the strategy for proving Case 1-1: First, it will be shown that it's true 

for several initial subcases. Secondly, we will find the pattern of coefficients and 

explain our notation from this investigation. Finally, the pattern will be proved. 



I f  k = 0,  then a3bab comes from either (au U A) bAB or (AA U a)  Bab and the 

coefficient is 3 2. We wiU call this type of pair the symmetric case. 

I f  k = 1, a3b(a2b)2ab comes from the following: 

For ( u ~ b ) ~  u (AAB)2,  the coefficient of a3b(a2b)2ab is 3222 from the following 

table: 

Table 2.1. a3b(a2b)2ab (1 )  

There exists a symmetric case using (AAUa) instead of (auUA) in Part A. So, 

the sub-total coefficient is 3222 (CFC is denoted the Coefficient For each Cases). 

For (aab)3 U (AAB) and (aab) U (AAB)3 (we will also call this a symmetric 

case.), the coefficient of a3b(a2b)2ab is 322 from the following table: 
-- . . 

Table 2.2. a3b(a2b)2ab (2 )  

30 

u \ 

(a  U A) Bab 
(aa U A)b aab by a symmetric case 

or aabAB 
I 

1 

3 

- 1 

1 

1 

3 

x 2 

322 



There exists a symmetric case at (ad) U So, the subtotal coeffi- 

cient is 322. Therefore, the total coefficient of ~ ~ b ( a ~ b ) ~ a b  is 3222 - 322 = 322. 

To make sure the pattern is correct, let us investigate the subcase k = 2. 

Then the coefficient of ~ ~ b ( a ~ b ) ~ a b  comes from the following table: 

Part A 

(aa u A )  b 

(aa U A )  b 

(aa U A )  b 

- 

(aa U A )  b 

(aa U A )  b 

(aa u A )  b 

(aa U A )  b 

Part B 

aabaabaab 

Part C 

( a  u A)bAB 

or AABab 

( a  U A )  Bab 

or aabAB 

( ( a  U A )  Bob 
4 

or aabAB 

( a  U A )  Bab 

or d A B  

( a  U A ) b A B  

I or AABab 

or AABab f...i.- 
or AABab 

( a  U A )  Bab t- 
Table 2.3. ~ ~ b ( a ~ b ) ~ a b  

- - - - - - - - - By symmetries, the total coefficient is 332. 

31 



Let CUI be the case that the number of unbroken aab(orAAB) in Part B is 

2 - I; let CLI be the case that the number of unbroken aab(orAAB) in Part B is 

2 - 1  + 1. Then, in the formations of each case, the Number of Remaining Terms 

(denoted as NRT) and the coefficient for each case are in the following table. 

All cases 

CUO 

CLO 

cu1 

CL1 

CU(k-2) 

CL(k-2) 

CU(k-1) 

CL(k- 1) 

NRT CFC 

Table 2.4. NRT and CFC of Case 1-1 



Let us prove the following statement to prove the pattern: The NEtT in the 

table CLl for k is ( ; ) , and the NEtT in the table CL1 for k is 
( k ; l ) *  

Let us think about the Part B; let us denote one of aab, AAB, (a U A)b, and 

(a U A)B as a unit. CUl for k  starts with the following form in Part B: 

21 units 

- 
2k-1 units 

In the 21 units of aab, (aab)", for m even, can shift with an even number of 

(a U A)b(or B),  which means that if m is odd or m is even and odd shifting, 

then the terms are cancelled. For example, 

21-1 units - 
w l  = ~ ~ ~ - - . ~ ~ ~ ( ~ u A ) B A A B ( ~ u A ) ~ . . . ( ~ U A ) B  . 

2k-1 units 

is cancelled with w 2  = 

21-1 units - 
aab. .-aab(a U A)B(a U A)baab(a U A)B . . (a U A)B, 
\ + I 

2k-1 units 

21-1 units - 
w 3  = aab..-aab(a~A)B(a~A)b..-(a~ A)BAAB. 

\ * M 

2k-1 units - .- 

is cancelled with wr = 

21-1 units - 
aab-a-aab(aUA)BAABAAB(aUA)b--.(aUA)B, 
\ + d 

2k-1 units 

for w 3  is in Sk+1-2 and w l  is in &+I-3. 



Therefore to remain in the formation of a word, can take the k - 1 . , 

locations with repeats. Hence the number of remaining terms is 

On the other hand, CLl for k starts with the following form in Part B: 

21+1 units 

, . 
T 

2k-1 units 

In the 21 + 1 units of mb, for m even, can shift with even number of 

(a U A)b(or B ) ,  which means that if m is odd or m is even and odd shifting, 

then the terms are cancelled. 

For example, 

21 units - 
w l  = mb...mb(aUA)BAAB(aUA)b..-(aUA)b . 

2k-1 units 

is cancelled with w 2  = 

21 unite - 
m b -  -.aab(a U A)B(a U A)baab(a U A ) B . .  . (a U A)b, 

2k-1 unite 

21-1 units - 
a&-; . mb(a U A)B(a U A)b - - . AABAAB(a U A)b 

2k-1 units 

is cancelled with wr = 

21-1 units - 
aab 0 .  aab(a U A)B(a U A)b. AAB(a U A)baab, 
\ * 4 

2k-1 units 



Hence for m even, can shift with even number of ( a ~  A)b(or B) and 

can take the k - 1 locations with repeats. Hence the number of remaining terms 

Y ( k T l ) .  

Since the sum of CFC from the table is 2 .  3k+1, from the following compu- 

tation, 

we can complete the proof of Case 1-1: The coefficient of is 

3k+223. 

Case 1-2: The coefficient of a4bab(a2b)2ka3b2 is 3k+223. 

Our strategy is equal to that of the proof of Case 1-1. Let us investigate 

subcases for Case 1-2. 



If k = 0, then the coefficient of a4baba3b2 comes from the following: 

Table 2.5. a4 baba3b2 

If k = 1, then the coefficient of a4bab(a2b)2a3 b2 comes from the following: 

r- 

I Part A Part B Part C II CFC n 

Part A 

(aa U AA)baB 

-1 

6 

Part B 

(a U AA)(b U B) 

-1 

6 

Table 2.6. a4bab(a2b)2a3b2 

Therefore the subtotal of the coefficient is 3322. By symmetry, the coeffi- 

cient of a4bab(a2b)2a3b2 is 3323. 

CFC 

by a symmetric case 

x 2 

3223 

+ 

.. 



If k = 2, then the coefficient of ~ ~ b a b ( a ~ b ) ~ a ~ b ~  comes from the following: 

Part A Part B 

(aa u AA) BAb (a  U A) B ( a  U A) b(a U A) B 

(aaUAA)BAb 

(aa U AA)BAb 

Part C 

(aUA)BAAB(aUA)b  

(a  U A)B(a U A)baab 

(aa  U AA) BAb 

(aa U AA) BAb 

(aa U AA) BAb 

(aa  U AA) BAb 

Table 2.7. ~ ~ b a b ( a ~ b ) ~ a ~ b ~  

Therefore the sub-total of the coefficient is 3422. By symmetry, the coeffi- 

aabaab(a U A) B 

aab(a U A) BAAB 

(a  U A) BAABAAB 

aabaabaab 

CFC 

cient is 3423. 

. .- . . . .. - - - 



Let us compare Case 1-1 and Case 1-2: The diierences between Case 1-1 and 

Case 1-1 occur in Part A and Part C, which changes CFC. Here are the changes: 

CFC 3 + 3 - 2  

Table 2.8. Changes Case 1-1 to Case 1-2 



These changes make us get the following table from the table of Case 1-1: 

All cases 

cuo 

CLO 

CU1 

CL1 

CU(k-2) 

CL(k-2) 

CU(k-1) 

CL(k-1) 

Mn. I CFC 

Table 2.9. Mn. and CFC of Case 1-2 

In addition, the sum of CFC is 



Hence the proof of Case 1-2 is completed. 

Case 2-1: The coefflcients of a3b(a2b)28-1a3b2 is 3#+l 22. 

If we compare Case 2-1 and Case 1-1, then we can see that the difference 

occurs in Part C. Here is the change: 

Part C 

Or 

CFC 

~ ~ 

Case 1-1 

(a U A) Bab { or mbAB } a4b2 

Change 

+ 

+ 

Case 2-1 

(aUA)b(a UA)B(aa UA)(B U b), 

(a U A)baab(m U A)(B U b), 

AAB(A U a)b(aa U A)(B U b), 

or AABMB(AA U a ) (B  U b) 

(aUA)B(aUA)b(AU aa)(BU b), 

(a U A) BAAB(a U AA) ( B  U b) , 

aab(a U A) B(AA U a)  ( B  U b) , 

or aabaab(A U aa)(b U B )  

32 2 

Table 2.10. Changes Case 1-1 to Case 2-1 

40 



If we put s as k + 1, we can obtain the d c i e n t  of a3b(a2b)2B-1a3b2 as 

3a+'22 except for the subcase s = 1 from Case 1-1. 

a3ba2ba362 comes for s = 1 from the following: 

(aa u A)b(a U A ) B ( a  U AA)(b  U B)  or (m U A)baab(aa U A) (b  U B). 

Then, by symmetry, the coefficient is 3222. Thus, we have completed the proof 

of Case 2-1. 

Case 2-2: The coefficient of a4bab(a2b)2a-1ab is 38+'22. 

If we compare Case 2-2 and Case 1-2, then we can see that the difference 

occurs in Part C. Here is the change: 

Table 2.11. Changes Case 1-2 to Case 2-2 
- -- - - - . 

Case 1-2 change Case 2-2 

( a  u A ) B ( a  U A)bAB) ,  

{ 
( a U A ) B ( a U A A ) ( B  U b) (a  u A)BAABab,  

or aab(A U aa ) (B  U b) 

-- 
( a  U A)b(a U A)Bab, 

., 

CFC 

(a  U A)b(A U aa) (B  U b) 

or A A B ( a  U A A ) ( B  U b) A A B ( a  U A)bAB, 

or AABAABab  

m c  

3 - 2 + 3 



If we put s as k + 1, then we can obtain the d c i e n t  of a4bab(a2b)2*-1ab 

as 3*+122 except for the subcase s = 1 from the Case 1-2. 

a4baba2bab comes for s = 1 from the following: 

Then, by symmetry , the coefficient of the subcase s = 1 is 3222. Hence we have 

completed the proof of Case 2-2. 

By the Lemma, we have shown that the only remaining terms on the left 

hand side are those on the right hand side and the coefficients of every term 

{:::I: } are 3"2j. Hence we complete the proof of Theorem. 

2.4.2 Formula from identity 4. 

In Theorem 7, if we let a = $ and b = * 1-2' then we can get the following 

results relating nested harmonic sums: 

Let us look a t  the left hand side. 

- 
2n 1 A  1 

= ( - I ) ~  ~ ( - 1 ) ' /  a2b . - . a 2 b L  a2b...a2b 
r =O 0- s units - 2n-r units 

by taking integrals over the interval [O,l] and using the definition of nested har- 

-moxiic sums. 



Similarly, we can obtain the right hand side in a the form involving nested 

harmonic sums if we take an integral over the interval [0,1]. 

Before giving the formula of the right hand side, we define 

(2n - j )  transpositions between '6's and their closest 'a' on the base 

1 unit 

Let us look at the examples used in the explanation of I 1. 
Ezarnple 2.4.2.1. In case n = 3, denotes one transposition between 

w and its closest R on the base that is, 

Ezarnple 2.4.2.2. Let us look at the case , the number of multiple zeta 



values is ( : ) =lO and / : I denotes two transpositions between bs and their 

\ I L 

closet a on the base (a4b2)37 respectively. That is, 

Hence we get the following formula from Theorem 7: 

Formula 8 . 
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Appendices 

Appendix A. Inclusion of multi-sets. 

In the following lemmas, we can see the inclusions of multi-sets as the result 

of the shufae operation U. 

A.l Inclusion of multi-set 1. 

Lemma 6 . Let S k  be the multi-set of dl words as the result of (a1 . - - a,.)k u 

(a1 +)2n-k. Then Sk-1 C S k  for 1 5 k 5 n. 

Proof . To make the formation of a word in S k  clear, let us put (a1 . - a,)2n-k 

as (A1 . - .  A,)2n-k, then 

where a,+, = a j  = A,+, = Aj for all j _> 1. 

Let w E Sk-1. Consider the location of a1 in the formation of w.  If a1 

is located after A,, then Al . -A, can be changed for - a + k ,  which 

means w E S k .  In addition, the number of choices that al, - . - , a, (k- l )  can 

choose positions at &+I, - -. , A+(2n-k+1) is exactly same the number of choices 

that a1 , - 0  , a,(k-l) can choose positions at A1, . , Ar(2n-k), which means the 

multiplicity of w E Sk-1  is equal to that of w E Sk. 

Suppose a1 is located before A,. Consider the location of 02. If 02 is located 
~- ~ 

after A,+1, then . ~ 

(A1 . . - 4 - 1  U al)A,Ar+l 



can be changed for 

b ( k - l ) + l  ' "ark-1 U Al)arkal, 

which means w E Sk. In addition, the number of choices that a2, . . , ar(k-l) can 

choose positions at - , Ar(2n-k+l) is exactly same the number of choices 

that a2, - - . , can choose positions at A2, -. - , Ar(2n-k), which means the 

multiplicity of w E St-1 is equal to that of w E Sk. 

Assume a1 is located before A,+l-l. If al+l is located after A,+I, then 

can be changed for 

which means w E Sk. In addition, the number of choices that a ~ + l ,  - - - , a,(k-l) 

can choose positions at AT+(, . .. , Ar(2n-k+l) is equal to that of choices that 

a ~ + l ,  - - 0  , a,(k-1) can choose positions at At, - - . , Ar(2n-k), which means the mul- 

tiplicity of w E Sk-1 is equal to that of w E Sk. 

Assume aT(k-l)-l is located before Ark-2. If ar(k-l) is located after Ark-l 

then 

(a1 . . . &(k-1)-1  U A1 ' . 'Ark-3)Ark-2Ark-1 

can be changed for 

which means w E Sk. In addition, the number of choices that aT(k-l) can choose 

positions at ATk-l , - . a , Ar(2n-k+l) is equal to that of choices that ar(k-l) can 

choose positions at Ar(k- l ) - l ,  . . . , Ar(2n-k), which means the multiplicity of 



w E Sk-1 is equal to that ofw E Sk. 

I f  ar (k- l )  is located before ATk-l, then there exists unbroken tail 

since k 5 n. Since 

u := A(2n-&)++I . ' 'A(2n-k+l)r 

can be changed for 

a(2n-k)r+l " 'a(2n-k+l)r, 

then w E Sk. In addition, the number of occurrences of w E Sk-1 is exactly 

equal to the number of occurrences of w E Sk, which means the multiplicity of 

w E Sk-l is equal to that of w E Sk. If we can switch u at other locations after 

Ak-l, the multiplicity of w E Sk-1 is less than that of w E Sk. 

Hence every words in Sk-1 is in Sk and its multiplicity is less than or equal 

to the multiplicity in Sk, which shows that Sk-1 C Sk. 

A.2 Inclusion of multi-set 2. 

Lemma 7 . Let Sk be the set of all words as the result of (al : l l p r ) k a l  .a1 U 

(a1 . s .a+)2n-ka1 . - . a m  where 0 5 1,m 5 r, 1 5 m. Then Sk-1 c Sk for 

l _ < k _ < n .  

Proof. To make the formation of a word in Sk clear, let us put (al - 

a1 - - .am as (A1  - - .Ar)2n-kA1 . .Am, then 



where a,+, = a, = A,+, = A, f o r d  j 2 1. 

Let w E Sk-1. Consider the location of al in the formation of w. If a1 is lo- 

cated after A,, then A1 . . . A, can be changed for a,(k- l l + ~ .  - . a r t ,  which means 

w E Sk. In addition, the number of choices that a1, - - , ~ , ( k - ~ ) + l  can choose 

positions at A,+1,. a ,  Ar(2n-k+l)+m is exactly same the number of choices that 

a1 , . . . , o , (~-~)+(  can choose positions at Al, - , A,(2n-k)+m, which means the 

multiplicity of w E Sk-1 is equal to that of w E S k .  

Suppose a1 is located before A,. Consider the location of az. If a2 is located 

after A,+1, then 

(A1 . . - AT-1 U a i ) A A + i  

which means w E Sk. In addition, the number of choices that a2 . - .  ,ar(k-l)+l 

can choose positions at AT+z,. . a ,  Ar(2n-k+l)+m is exactly same the number of 

choices that 02, . - ,  a,(k-1)+1 can choose positions at Az, . . , A,(2n-k)+m, which 

means the multiplicity of w E Sk-1 is equal to that of w E S k .  

Assume a1 is located before A,+l-l. If al+l is located after A,+I, then 
.- .. . .- 

(a1 . . ' 01 U A1 . . . Ar+l-2)Ar+i-lAr+i 

can be changed for 

which means w E S k .  - In addition, . - the number of choices that ai+l,  - , a,(k-1)+1 

can choose positions at A,+i, - . . , Ar(2n-k+l)+m is equal to that of choices that 



q + l  , . . - , aT(k-l)+l can choose positions at Al, - - . , Ar(2n-k)+m, which means the 

multiplicity of w E Sk-l is equal to that of w E Sk. 

can be changed for 

which means w E Sk. In addition, the number of choices that ar(k-1)+1 can 

choose positions a t  Ark-l+l, . - . , Ar(2n-k+1)+1 is equal to that of choices that 

aT(k-l)+l can choose positions at  Ar(k-l)- l+l ,  - .  ,Ar(2n-k)+l, which means the 

multiplicity of w E Sk-1 is equal to that of w E Sk. 

I f  ar(k-l)+l is located before Ark-l+l, then there exists unbroken tail 

A(2n-k)r+l+l ' ' ' A(2n-k+l)r+l ' ' ' A(2n-k+l)r+m, 

since k 5 n. Since 

can be changed for 

a(2n-k)r+l+l ' ' ' a(2n-k+l)r+l r 

then w E Sk. In addition, the number of occurrences of w E S k F 1  is exactly 

equal to the number of occurrences of w E Sk ,  which means the multiplicity of 

w E S k - l  is equal to that of w E Sk.  I f  we can switch u at  other locations after 

Ark-l+lr the multiplicity of w E is less than that of w E Sk. 



Hence every words in Sk-l is in Sk and its multiplicity is less than or equal 

to the multiplicity in S k ,  which shows that Sk-1 C Sk. 

A.3 Inclusion of multi-set 3. 

Lemma 8 . Let Sk be Me multi-set of- all words as the result of ( a 1 a 2 ) ~  U 

(a2al)2n-k. Then Sk-l C Sk, for 1 5 k 5 n. 

Proof. To make the formation of a word in S k  clear, let's put ( a 2 a 1 ) ~ " - ~  

as ( A ~ A ~ ) ~ " - ~ ,  then 

Let w E Sk-l. Consider the location of a1 in the formation of w. If a1 is 

located after A2, then &A1A2 can be changed for &a2k-1a2k, which means 

w E Sk. In addition, the number of choices that a l l  . - - , 0 2 ( k - ~ )  can choose posi- 

tions at  AS, . . , A2k-1 is exactly same the number of choices that a l ,  - - . , az(k-11 

can choose positions a t  A l ,  - .  , A2k-S, which means the multiplicity of w E Sk-1 

is equal to that of w E Sk. 

Suppose a1 is located before A2. Consider the location of a2. If a2 is located 

after AS, then 

(&A1 U al)A2& 

can be changed for 



which means w E Sk. In addition, the number of choices that 02, - a , 0 2 ( k - ~ )  

can choose positions at  Aq, . - , A2(2n-k+1) is exactly same the number of choices 

that a2,. , ~ ~ ( k - ~ )  can choose positions at A2, .  - , A2(2n-k),  which means the 

multiplicity of w E Sk-1 is equal to that of w E Sk. 

Assume a1 is located before A + 1 .  If al+l is located after Al+2, then 

(a1 . ' ' 01 U Ao ' "A)A+lA1+2 

if 1 is even 

(a1 . -  a1 U Ao . - A ) a z k a z k + l ,  

if 1 is odd, which means w E Sk. In addition, the number of choices that 

al+l,.  . . , a 2 ( k - 1 )  can choose positions at  A+2,.  A2(2n-k+1) is equal to that 

of choices that al+l, . , a2(k-1) can choose positions at  A, - - , +zn-k ) ,  which 

means the multiplicity of w E S k - 1  is equal to that of w E Sk. 

which means w E Sk. In addition, the number of choices that aqk-1) can choose 

positions at  A 2 k - 1 ,  - - , A2(2n-k+l) is equal to that of choices that a q k - 1 )  can 

choose positions at  A2(k-1) -1 ,  - . - , A2(2n-k),  which means the multiplicity of 

w E S k - 1  is equal to that of w E Sk. 
- -. -- - - - . -- 



can be changed for 

e ( 2 n - k ) - 1  a2(2n-k) 

then w E St .  In addition, the number of occurrences of w E Sk-1 is exactly 

equal to the number of occurrences of w E Sk,  which means the multiplicity of 

w E Sk-1 is equal to that of w E Sk .  I f  we can switch u at other locations after 

A2k- l ,  the multiplicity of w E Sk-l is less than that of w E Sk .  

Hence every words in Sk-l is in Sk and its multiplicity is less than or equal 

to the multiplicity in Sk,  which shows that Sk-l C Sk. 



Appendix B. Binomial coefficients. 

B.1 Binomial coemcient 1. 

Lemma 9 . x:l0 (- (:) =4n 

Proof . Since 

(1  + i)4n + (1 - i)4n = 

then 

B.2 Binomial coefficient 2. 

Lemma 10 . ~ 2 , >  (-I)~-, (:I:) =dn. 



Proo f . Since 

then 

= T{(-4)n(1 + i) - (-4)n(1 - i)} 

B.3 Binomial coefficient 3. 

Lemma 11 . ~ ~ ~ ( - l ) " - '  (:I:) =2 .dn  

Proof. Since 



then 

B.4 Binomial coefficient 4. 

Lemma 12 . c:::' (- l)"-r (:I:) = 2 . 4 " .  

Proof . Since 

then . . 



B.5 Binomial coefficient 5. 

Lemma 13 

Proof. By the binomial theorem, we get the following: 

where w = cos(9) + i sin(%). 

From these equations, we can obtain the following: 

Hence 

2n 

(RHS) = 3n Z 21 
j=1 
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